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Multiple-Access Interference-Resistant Acquisition
for Band-Limited CDMA Systems with Random
Seguences

Ashok Mantravadi and Venugopal V. Veeravaienior Member, IEEE

Abstract—The problem of estimating the propagation delay ofa worst case performance and reuse efficiency in asynchronous
new user in a coded band-limited DS/CDMA system in the presence CDMA systems [7]-[9].
of multiple access interference (MAI) is considered. MAIl-resistant Practical wireless CDMA systems, such as those specified
acquisition schemes are developed for a general CDMA system. !
without the constraint that the spreading sequences of the users in the IS,'95 standard [.10] and the CDMA 2000 proposal [11],'
repeat every symbol period. It is assumed that the spreading se- randomize the users’ signals on the reverse (asynchronous) link
quences and delays of the interfering users are known. However, by using spreading sequences whose periods are much greater
knowledge of their amplitudes, which would need estimation, is than the processing gain. Such systems are sometimes referred

not assumed, and their unreliable code-symbol estimates are not yy 55 R-CDMA (Random-CDMA) systems [7]. It is of interest
used. Under this scenario, acquisition schemes are derived basedt d | isiti h that ) itiqate MAI i
on the maximume-likelihood (ML) criterion. The performance of 0 Gevelop acquisition Schemes that can miigate In

an approximation to the ML scheme is analyzed using Gaussian R-CDMA systems. Previous work on MAI-resistant acquisition
approximations and by assuming that the chip boundaries of the for R-CDMA systems has been based on an interference can-
new user are knowna priori. Simulations show that the analysis cellation approach [12]. The main drawback of this approach is
;Se :(eestsonably accurate for parameters in the realm of practical in- ot interference cancellation requires precise knowledge of the
' interferers’ spreading sequences, delays, amplitudes, and code
Index Terms—Band-limited signals, code division multi-access, symbols. Consider the situation where a sihgiew user is to
interference rejection, maximum-likelihood estimation, propaga- e cquired in the presence of interference from existing users
tion delay estimation. . . .
in the system who have already been acquired and are being
successfully demodulated. Here, it is reasonable to assume that
|. INTRODUCTION the interferers’ spreading sequences are known at the receiver,
N HIGH capacity CDMA systems, the acquisition proces@nd that accurate delay estimates are available. H_owever, i.t may
I is limited by the multiple-access interference (MAI) frond1Ot be reasonable to assume that accurate amplitude estimates

other users. Traditional approaches to acquisition in the pr@§9 available, particularly for wireless channels. Furthermore,
ode symbol estimates at the outputs of the detector are

ence of MAI have treated the MAI as additive random noise2€. ) L
without exploiting any of the structure in the interferencelfnrellable if low rate error control coding is used, unless we

Clearly, acquisition schemes can be improved considerabl)faﬁsgme an impractical scheme where the code sym_bols of all
the MAI can be cancelled or suppressed. This has motivattgr? interferers are reconstructed from the decoded bits. Hence,
’ is of interest to develop MAI-resistant acquisition schemes

recent work on MAI resistant acquisition techniques. Exampl€s
include subspace-based decomposition techniques [1], ( T'CDMA sys(;gms that assumed I((jncl)wledge only of the
maximum-likelihood techniques involving sample statistic erierers spreading sequences and delays.

[3], [4], and joint MMSE acquisition and detection [5], [6]. The ' this paper, we develop and analyze such MAl-resistant
underlying assumption in all of this work is that the spreadirf cquisition schemes. The approach closely resembles that used

sequences of the users repeat every symbol pesbor( In developing the decorrelating multiuser detector [13]—we

sequences). But short sequences may be impractical for as;j@gorrelate the interference (linearly) before estimating the

chronous (wireless) CDMA systems. Short sequences all ended user’'s parameters. A similar approach, albeit for joint

for the possibility that two (or more) users have signals that glay estlmflt;_on Or all thel ugters,f\;\r/]as also_lq}[(est@ar':ed n .[14]f'
highly correlated over several bit intervals—this reduces t € computational complexity of thé acquisition scheéme IS o
the order of that required (per user) for a decorrelating detector

involving the same number of users. However, while decor-
relating detection may be impractical for R-CDMA systems,
Manuscript received July 30, 1999; revised November 29, 1999. This wagknce the decorrelating matrix needs to be updated from symbol
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Il. SYSTEM MODEL Observation window

Ck,0 Ck,1

We consider a DS/CDMA model witlk users, where the
received complex baseband signal is given by ’ . l l ’ I

K M-1
2&; n n
r0) =0 3 A e (= ) w(),

k=1 n=—1

te0,MTy] Q) a. Symbol synchronous

and where the following hold. Ck,—1 Ck,0 Ck,1
* by, is symboln of userk, andZ} is the symbol period.
« (1) = NG &M p(t — T — JT.). HereT. is the ‘
chip period,iy(¢) is the unit-energy chip waveformgfz?
is the (complex) chip sequence, and = 7 /T. is the
processing gain of the system.
* o, T, aNd &y are, respectively, the carrier phase offset, o

delay and the received symbol energy of the ds&efine W
Ay = /2&; /N to be the corresponding received ampli-

b. Chip synchronous

Ug,0 Ug,1

tude.

» w(t) is a zero mean circularly complex Gaussian process , ’ ‘ l ‘ I
with two-sided power spectral densilyp, i.e., R,,(7) =
(1/2)E[w* (t)w(t + 7)] = Nob(7).

Thus, we are considering ai-symbol observation of the ¢. Chip asynchronous
received signal. In a synchronous situation, the symbols would
be indexed fromn = 0ton = M — 1. However, since the Fig. 1. lllustration _of model with effectivg users/ = 2. (a) Symbol
users are asynchronous, there is an additional symbol cortgehronous. (b) Chip synchronous. (c) Chip asynchronous.
sponding to» = —1 in the observation window. Also, we have
assumed a signal model where the users undergo flat fading,” Fort # 1, 7 € [0,7;), and hencey, can be written as
and the symbol energy above includes the fading effect. The 7k = (7 + aw)Te, Withny € {0,1--- N — 1} anday, €
fade levels of all the users are assumed to remain constant over [0;1). Since the sequences of the other users are known,
the observation window.The flat-fading assumption is in gen- these dela_ys affect only the ln_terf_ermg symbol patterns
eral restrictive, but may be applicable in some indoor wireless ~@nd there is no loss of generality in assuming that
scenarios. For example, with a typical indoor delay spread of [0, T5). . , ) )
100 ns, a 1.25 MHz CDMA signal would undergo flat fading. Under the above assumptions, the received signal of interest

Extension to the frequency-selective fading channels is und&fUces
consideration in a separate paper. K M-1
The new user entering the system is taken to be the one with r(t) =Aia(t—mn)+ Z Z
k = 1. In addition, we assume the following. k=2 n=—1
« The initial timing uncertainty is L chips, i.e., Apbpn ) (= )T+ w(t). (2)

71 € [0, LT;). Then, we can write, /1. = n + oy, with For further analysis, this model can be converted to one where
nlE{O,l---L—l}andale[O,l). . . .
- - Oﬁrsle signals corresponding to each symbol of each user occurring

’ I\?:r ntivg Léii;?;{i)mn'tisn?efvr:larg?rl]ingekggg; d?ﬂg n|n the observation interval are identified as different (effective)
. . . L(]:’SGI’S, as showérn Fig. 1. Since we allow the chip waveform to
spreading sequences, there is no loss of generality ,in : :
assuming thab, . — 1. have a width greater thdfi., the number of effective users cor-
g thali,, = 2, V7. . responding to each user would in general depend on the width
* We assume |n|t|_a||y that we _hav_e coherent demodulatmr]; the chip waveform. However, we assume that this width is
and perfect carrier synchronization with respect to USET Liuch smaller than the symbol interval, so that the number of
SOthaﬂ)} = 0.While c_urreptCDMAsystems do n(.)t.a.”OWeffective users can be considered to be just+ 1 per user.
for carrier phase estimation before delay acquisition Inally, since uset employs a preamble, we have a model in-
the reverse link, future standards [11] may provide a p"%lvind Koz = (K — 1)(M +1 : .
L . of = +1) + 1 effective users. We define
channel to help in initial acquisition, and the coherent dec,- (t) = et — 1) and, fork = 2,- -, K and0 < t < MT.
modulation assumption will be valid in such a scenario**” ~ ™* ! ’ o ==
We consider extensions to the noncoherent case in Se%-(l\l+l)(k72)+n+2(t) :cénfn(t — ), n=0,--,M.
tion IV. 3)

2This assumption can actually be relaxed to have the fade levels witére 3Band-limited chip waveforms would of course extend beyond the chip
fering users be different over different symbols. “boundaries” shown in Fig. 1.



MANTRAVADI AND VEERAVALLI: MULTIPLE-ACCESS INTERFERENCE-RESISTANT ACQUISITION FOR BAND-LIMITED CDMA SYSTEMS 1205

Consequently 2 chip-mr N P Acq. algo. |— T
Kore

r(t) = Arer(t) + Y Apbrcn ()’ +w(?), ein

k=2 T2, -

t € [0, MT3]. (4)
ig. 2. Receiver front-end for coherent acquisition scheme with chip-matched

The symbols of the interfering users are not of immediate Iﬁlfering. For the noncoherent case, the initial rotation ¢sy would not be

terest, and they can be grouped with the amplitudes and phasesent.

- TRe+1

as
A1) (k-2 4nt1 = Akbin 2%, n=1---M+1.  ando} =_ffooo R (a) dav, with Ry (a) being the autocorrela-
(5) tion function of the chip waveform
Furth'ermore, we use th_e_vector notgt@n: [ag - . aK?“]T. Ry(a) = /Oo G(E9(t — o) dt.
The first step toward deriving an acquisition algorithm is to con- —oo

vert the continuous signal model at the receiver into an equiyryre generallyw; could include out-of-cell interference as
alent discrete model. The generation of discrete system modglg|

for asynchronous CDMA systems has been considered in detai};ina”y we define the interference spagdo be the column

in [15]: It essgntially involyes the projection eft) onto a set space oft/ and the noise spack’ to be its orthogonal com-
of basis functiondg.(¢)}, i.e., ponent inCMN_ This is a slight abuse of terminology since
Yn = (r(t), gn(t)) the “noise” space does contain a component of the new user’s
T signal. The dimensions & andA are
= / r(t)gh(t) dt forn=1---D
0

whereT’ is the observation intervall T,, andD could represent ) ]
a dimensional restriction in the system. Since this is a linefgSPectively, saf andK. are restricted to ensufd N — (M +

operation, the resulting vectar = [y1,%2,---,¥p]' can be DE: > 0. _ ) , ) )
represented as Remark 1: If the interfering signals are linearly dependent,

the signal space dimension gets reduced. In general, we then
y=aw(n)+Uetw () haveds < (M + 1)K, anddy > MN — (M + 1)K, but the
wherew;; = (g;(t), ¢;(t)), andU = [ug, - - -, uk .| is @a matrix following analysis remains unchanged.
of only the interfering user vectors. The vector corresponding
to the new usew;(m) is separated out and the dependence of [1l. M AXIMUM -LIKELIHOOD SCHEME
u; onry is explicitly shown. Also, note that; = A, is always
positive, andw is a complex circularly Gaussian (CCG) vectO(N
with w; = (g;(¢), w(t)).
The basis functions we use in arriving at (6) correspond to y=y-+Ud (8)

chip-matched filtering with respect to an arbitrary timing refer- ) ,
ence (see Fig. 2), i.ejn(t) = 9 (t —nT,), forn = 0--- MN — for an appropriately chosesi. We will show (see Theorem 1)

e " M
1, and henceD = M N. The acquisition problem we considerthaty™ is sufficient for ML estimation of, based ory.
can then be phrased as follows: Since we are implicitly assuming a 2-norm over the vector

_ _ . spaceCM™N, we may writeyt = y — Uars, Wherears is
Giveny, and the corresponding mati, estimater; the least squares solutiongo= Ua. Our scheme relies on the
without assuming knowledge af QR method to solve this least squares problem [16]. The first

Note thaty € CMY and the matrix’ is of size M N x (M + step is a Gram-Schmidt prthogonalizatiéh,; QR, with @

1)(K — 1). For largeK and N, processind/ would be com- orthTogonaI and® upper triangular. Then, defining = I —

putationally intensive. To overcome this problem, and to cred@? ' We have

another degree of freedom at the same time_, we could cho_ose to y' = (I - QQ")y = By = a,Bu; + Buy. Q)

cancel onlyK, users out of the{ — 1 interfering users. So, in

generall7 would be of sizeV N x (M + 1)K.. We model in- The matrixB is a projection matrix, which projecisinto the

terference from the remainint§, = K — K, — 1 users as white noise spaceV, and yields a vector independent of the powers

Gaussian noise and include it iné@oto getw;. Since we have of the K. users being cancelled. To ensure that; in (9) is

an asynchronous setting, the sequence of each effective veb@izero, we need to hawg linearly independent of the inter-

would in general be a colored sequence, but we make this mé@ring vectors. But, as stated in Remark 1, these interfering vec-

eling assumption for the purpose of simplification. Usingp  tors need not be linearly independent among themselves. We
denote the Hermitian of a matrix, the covariance matrixppf have the following resulits.

ds = (M +1)K. and dy =MN — (M + 1)K,

Resolvingy into its components i and A, y = y/l + y+,
e can rewrite (6) as

is given byR,,; = (1/2)E(wyw}) = 021, where [15] Lemma 1: The matrixB satisfies the following properties.
K ¢ ) B'=B,B'B=B"=B.
o2~ Ny + Z hd gi 7 i) B has eigenvalue (orderds) and 1 (ordekly).

v iii) trace(B) = dy > MN — (M + 1K..



1206 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 7, JULY 2000

Theorem 1: The vectory ™ is a sufficient statistic for the es- belong entirely to the interference spatdf «, (7) is contained

timation of the delay, and the ML solution satisfies in S,y contains no information abowut, but this happens with
probability zero ifdy > 0.
[71,81] = arg max p(y*|r, ar). (10) We still need to maximize the statistic in (17) oveto get
71,1

an estimate of the delay. This maximization can be done analyt-

Proof: Since knowledge of is not assumed, the ML so- ic@lly when the chip waveform is time-limited {0, 7_]. In this
lution for 71 is obtained by maximizing the likelihood functionCase, sincex;, = (¢(t — 1), &(t)), we have

of y overa,a; and7y in (6) wn(12) = B (a)én(ng) + Ro(l — an)éstne +1)  (18)
[F1, 0] = argax InfLXp(y'a’ 71, 01). 1D where 7 = (nk + ap)T., andé(ny) is the vector corre-
sponding to the sequence kth effective user. The same ap-
Let K = U'U be the covariance matrix of the interferingplies foru,(7) with + = (n + «)7. ranging over the uncer-
users, and assume, for now, that it is invertible. Thenjdgrr;|  tainty interval[0, LT.]. The optimization (17) can then be done
fixed, the maximization oved becomes in a manner similar to that in the literature (see, e.g., [4] and
[3]). However, it is important to note that this analytical maxi-
min(z — Ua)T(z —Ua) = max 22'Ua—a'Ka (12) mization strategy does not carry over to the realistic case where
¢ ¢ we have band-limited chip waveforms. Furthermore, the solu-
wherez = y—aju; (7). It follows that the maximizing in the tion for (7) with chip waveforms time-limited t{®, 7.] results
above equation isy = K U7z and the corresponding metricin poor performance when applied to the case with band-limited
is chip waveforms. Thus, analysis with such time-limited wave-
forms may be of little value in designing acquisition schemes for
(z—UK™'U'2)!(z - UK™'U"2). (13)  practical systems [17]. In our study of the acquisition problem,
we use a sinc pulse truncated to 9 chips and perform a brute force
maximization over the one-dimensional parameterhis con-
sists of generating finely sampled versions of the users’ signals
and evaluating the statistic at successive defagsparated by
the sample spacing. Numerical simulations show that the resolu-
tion can be kept reasonably low without significant degradation
in performance.

Finally, noting that
I-UK'U'=1-QQ"=B
we have

[71, 1] = arg min z'Bz
1,71

= arg min (y — ayu1) By — aquy) IV. EXTENSIONS OF THEML SCHEME

aL,7T1

arg max 2a; Re{'u,]iBy} — af'u,]iB'u,l (14)

a1,71

A. Noncoherent Acquisition

Since we have assumed a model with linear modulation, non-
. .coherent detection of the symbols of the users is not possible.
where we Eave used Lemma 1. From the above equation, itj§yever, it is still possible to do the acquisition in a nonco-
clear thayy™ = By is sufficient for ML estimation o and  herent manner. This is also necessitated in cases where the car-
that (10) is true. _ rier phase cannot be acquired before the sequence delay. After

If the interfering signals are linearly dependent, the SteRge qpreading sequence is acquired and tracked, the carrier phase
given above for finding the ML solution may b? modified by,an he tracked using a phase-locked loop. In this context, it must
re/?uc/mgU af“?'a,'” (6) to an appropriaté/” anda’, such that pe noted that while the 1S-95 design [10] uses 64-ary orthog-
U0 = K’ is invertible. If we carry the steps through, ityn, modulation and noncoherent detection on the reverse link,
is easy to show that the solution fér given in (14) remains future standards [11] may employ only techannel for user
unchanged. = data, with a pilot channel provided on tthechannel to help in

From (14), we have initial acquisition.

The ML acquisition scheme derived in the previous section

41 = W (15) is easily modified for the noncoherent case. We assume that the
u (7)1 Bua (7) phase remains constant over the observation interval of duration
. (Re{w (T)TBy})2 T = MT,. This assumption is valid so long asf.7 < 1,
T 0w () Bui(r) whereAf. is the frequency mismatch between the transmitter
Re{u,(7)! By} anq the receiver carriers. Following similar discretization steps
= argmax ————t 22 (16) as in the coherent case, we have
T U (T)TB’U,l(T)
Re{u,(7)' By} y = ayuy (1) + Ua+w (19)

= fur(r) (17)

= argmax
= [Bu(m)ll . o
whereg, is the unknown phase andis defined analogous to

where (16) uses the restrictien > 0. The above derivation (5). To derive the ML delay estimator, we simply incluge
for fu(7) assumes thdtBu,(7)|| # 0, i.e.,u1(7) does not into the arguments over which the likelihood functiongofs
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maximized. It is easily verified thaj- = By form sufficient wu;(;) has only a small component in the noise spatéor a

statistics in this case as well. Consequently, we have particular realization of the delays of the interfering users. Using
long sequences overcomes this problem since the sequences
[f1,601,¢1] = arg max, pyt|m, a1, é1). (20) change over each window.
71,381,911

Finally, following (21), the above block processing approach
is easily modified for the noncoherent case. In this case, we have
the additional advantage that the unknown carrier phase can be
ensured to remain approximately constant over each window by
choosingM sufficiently small.

Using Lemma 1 again, the statistic to be maximized is
2a; Re{u! Bye’*'} — a?u] Bu,.

After maXimiZing Over¢1, the statistic reduces to C. Approximation to the ML Scheme

Consider again our basic statistic in (14). It contains the term
a?u; (11)" Buy (7). An approximation to the ML solution may
be obtained by ignoring the variation of this term with i.e.,
the Ivllby assuming that the norm of the projectionsgfinto the noise
space is constant. Then the ML estimate gets modified as

201 |[ul By| — a’u] Bu,

which is similar to the metric in (14). Consequently,
delay estimator is given by

. |us (1) " By|?
7] = argmax

71 = argmax uy (1) = fanmL(7).
X (1) Bu (7 (21) 1 = argmax Re{u,(7)' By} = famr(7).  (23)

We refer to this as the AML (approximate maximume-likelihood)
B. Acquisition with Multiple Windows solution. Comparing to (9), we see that AML solution essen-

L . ) . tially amounts to ignoring the coloring of the noise and applying
The acquisition strategy thus far involves processing a sing{&jter matched tcBu, to y~.

window of observations consisting 6f vV chips. The dimen-
sion of the “noise” space increases with, and hence the ac-
quisition scheme may be expected to perform bettei/am-
creases. However, the size of the matrices involved grows lin-The ML acquisition scheme derived involves collecting
early with M, making the processing computationally intensivehip-matched filter outputs from one or more windows and
for large values of\/. Specifically, consider the case where th@rocessing them to get an estimate of the delay. The acquisition
observation is overM NV chips. Instead of using the ML schemdime thus depends on the length and number of windows used
over the window length ofM N for y, a suboptimal but com- @s Well as the computational resources at the receiver, and is
putationally less intensive approach would be to repeat the pfgnce difficult to characterize in general. The acquisition stage
cessing (9) for each block and to combine the results approgfi-usually followed by a tracking device, and it seems reason-
ately. For the coherent case, this can be done as follows. able to consider instead performance in terms of probability of

V. ACQUISITION PERFORMANCE

Giveny;- = By;,i = 1,---, b, we could again pose an ML acquisition, defined as
problem as in (10). Definingl; = [(wi)" - (y)']", we
need to maximize(y;|a1, 71 ). Butyk, = B.ry wherey is a Pacq = Prob{|71 — | < 1%} (24)
concatenation of thgy, } vectors, and3.¢ = diag(B;). Hence,
the solution to (10) applies, witB replaced byB .« where it is assumed that the tracking device requires an initial
accuracy obT,. Correspondingly, the probability of acquisition
. Re{u;(7)" By} error isP, = 1 — Pacq.
71 = argmax [ B (7)) Ideally, we would like to get an analytical handle Bnfor the
b ML scheme, but this seems to be a difficult problem. As a first
Z Re{uy ;(7)'Byy;} step in the simplification, we consider the AML scheme (23) in-
= stead. We also assume that the chip boundaries of the new user
T argmax = : (22)  are knowna priori. This means that the fractional delay of the
Z”l () Biawg 4(7) new usery; is known, and hence the delay estimation problem
= ’ reduces to that of detecting just the integral delaywhich can
take on values i{0,---, L — 1}. We further assume that the

When this suboptimal approach is used, note that the rest@UP-MF output samples are in fact aligned with respect to the
pared to the conditionM N — (bM + 1)K, > 0 for the optimal  interfering users are allowed to be completely asynchronous, so
approach. Itis also of interest to note that for a systemsiitirt W€ arenot considering a chip-synchronous situation. The re-
sequences, there is further reduction in the computational copklting analysis could provide an insight into the effect of the
plexity, sinceB does not change with the window indeHow-  various parameters involved in the system and allow for a com-
ever, this may not be true in a general setting for short sequenB8§SOn to the conventional acquisition scheme. Also, it will be

if the dEIa_yS of the int_erfering users chang_e during the obserary, signals (approximately) band-limited ¥ = 1/27., such as the ones
vation period. Also, with short sequences, it may happen that consider in this paper, assuming = 0 would lead to no loss in generality.
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of interest to compare the results obtained to the performancassuming known chip boundaries and that the above Gaussian

the case where the chip boundaries are not known. approximations are reasonably accurate, the performance re-
o _ _ sults for the ML scheme may be expected to come close to those
A. Analysis with Known Chip Boundaries for the AML scheme when the bound (28) is small. This hap-

When the chip boundaries of the new user are known aR@ns whenis < MN, i.e., when we are operating far away
a1 = 0, the delay estimation problem reduces to a detectidi®m the dimensional limit,i.e, when the number of users can-

problem. The AML solution for the detection problem is celled K. is kept small in comparison t&/. Since reduction
in computational complexity may motivate the choice of a low
71 = arg x| ¢1(n) By (25) value for K., this regime of operation is of practical interest.
e (0D

Continuing with the analysis, we have that, with the
whereu;(7) = & (n). We modelé; (n) as an i.i.d. random Gaussian approximatiork,, are i.i.d.CA'(0,5%) for n # ny,
vector of lengthA/ N, with each element equally likely to takeand X,,, ~ CA'(mq,c3) independent of the othet,,. Here,
on the valuegexp(j2rk/P)}E -4 on the unit circle. Clearly, X ~ CA(u,o?) denotes the CCG distribution with mean
P = 2 corresponds to binary sequences #&he 4 corresponds EX =y and variancer| X — > = 202. Hence the probability
to quadri-phase sequences (employed in [11]). Using (9) aotlacquisition,Pscq, is given by
(25), the AML statistic under the hypothesis= n is
PACQ IP{RE{an} > II;‘léaX Re{Xn}}
nFENy

Xn = alél(n)TBél(nl) + él (H)TBHJI (26)
1 oo —{(x—m 2 0'2
We assume that; is a fixed nonrandom parameter. For a given = Vo / e~ ((w=ma)/204)
noise levellVy, this corresponds to assuming that we are oper- FdV AT J—eo 1
ating at a fixed SNR= &; /Ny. The matrixB is a function of ) _ x
i : 1-Q dr. (29)
the spreading sequences and delays of the users being cancelled, OF

and may be modeled as a random matrix. Further, we mo
X, as a circularly compleGaussiarrandom variablé, where
the randomness comes frowy, ¢;, and B. Hence, the distri-
bution of X,, is completely defined by the first two moments
We assume that; ;(n), theith chip of ¢ (n), is independent
of ¢1 ;(n') unlessi = j andn = n’. This is certainly not true
across delays [e.ge1 i (n) = c1,:41(n — 1)], but the statistics 02 ordy (30)
obtained involve averaging ové? as well, and the above in-

dependence assumption is a good approximation. Under thagd the gap between this approximation and the bound gets re-

?\%te that (27) gives only an upper bound @fnbased on our
approximate model, and thé obtained using this bound could
overestimate the actual. Since the AML scheme is based on
assuming®,, is a constant, a heuristic approximation can be
obtained by setting),,, = E(Q,,) = dy. We then have

assumptions, it is shown in the Appendix that duced whem?ds /M N < o% or, equivalently, when the effec-
) tive SNR<« MN/ds. This is again the regime of smak{,.,
E[X,] = {0, !f n#n since the remaining interferers would also contribute to low-
ma = ardy, ifn=mn ering the effective SNR.
, 2 . For the noncoherent case, the AML statistic would &g |
1 o= <5 + 01> dn, if n # n1 that follows the standard Rayleigh and Ricean distributions:
5 Var[X,,] = T 2 /0 2 .
? o3 < <a§ds - a?) dy, ifn=n = LI ftn # m
MN pra@ =9 7
E[X,Xw]=0, forn#n' 27) L <”’;d> (@M /20%) i =
94 94
Here, the variance of the complex random variabig, (31)

Var[X,] = E|X,, — EX,.|%. We note that, for the particular

case ofP = 2, we have real sequences and the the expressiovisere Io(-) is the zeroth modified Bessel function of the first
for 0% ando; havea] replaced by2a7. We also note from the kind. Noting that the cdf of the Rayleigh random variable above
Appendix that the bound o2 is based on the more generals

result , - o
Fix, (y) = / @200 gy = 1 — o~ /207)
VaI‘(Qn) < ds (28) o Of

EQ.)? — dvMN S
(EQn) N the acquisition probability is given by

whereQ,, = & (n)" Bé(n). oo -
Now, the AML statistic was derived by assuming that the de- Pacq = / % Iy <y—2d> e~ (W 4m3)/207)
nominator of the ML statistig,, was independent of. Hence, 0 d

2 2
SFor the detection problem, the standard Gaussian approximation is known : (1 —-¢ (v /QUf)) dy. (32)
to be unreliable at low error probabilities [18]. But the error probability require-
ments are typically far less stringent on the acquisition stage and the GaussidiThe AML and ML detection schemes are obviously equivalent in the extreme
approximation could prove useful. case ofds = 0, which corresponds to single user acquisition.



MANTRAVADI AND VEERAVALLI: MULTIPLE-ACCESS INTERFERENCE-RESISTANT ACQUISITION FOR BAND-LIMITED CDMA SYSTEMS 1209

Thus far, the AML statistic analyzed is for a single block of g
chip-matched filter outputs. Analogous to the procedure (22),
we can improve reliability by using multiple blocks. The AML
estimator with multiple blocks is obtained by simply averaging
overb blocks to get

ol

b—1
X(r) =3 3 wir)' By, (33)
=0

s
b

The statistic is then given bige{ X (~)} for the coherent case,
and by|X (r)| for the noncoherent case. In the analysis, this
averaging merely reduceg ando by a factor ofv/b.

Prob of Acquisition Error

B. Numerical Results and Discussion o ; i

e 10
We now study the performance of the ML and AML schemes SNRindB, E/N,

through simulations. The schemes are compared to the conven- _ o , )
tional scheme (correspondingtd. = 0), and the fidelity of the E}gf'lfe”mmancewnh variationin SNR} = 1,b = 3, N = 31, L = 31,
approximate analysis is tested. Throughout the simulations we

fix the processing gain &/ = 31 and the delay uncertairityat

L = 31. The chip waveform is taken to be a sinc pulse truncated " =
to a length of 9 chips, and the chip sequences are assumed to t "
complex, taking on equally likely quadri-phase valuBs 4).

The schemes allow for the choice of several design and specifi-

cation parameters:

» M, the length of each block;

» K., the number of users cancelled;

* b, the number of blocks;

» K, the number of users in the cell;

 and the SNR of the new user, where SNRE; /No.

We also have the restriction th&ad N — (M + 1)K, > 0. As

K. approache®/, we will need largeit/, so K . will be limited
by the allowable complexity. In all cases, we will assume that the
users have equal received powers. If the powers are unequal, th
improvement in performance depends on which of the users are
cancelled. Evidently, for the same total power in the interferers,
the improvement will be greater if the high powers users can big. 4. Performance with variation in SNR/ = 3,b = 1.
identified and cancelled. Instead of accurate power estimation,

a crude metric from the demodulators of the interfering USeI$ o Gaussian approximation turns out to be quite good in this

might suffl_ce t_o this end. . . scenario, and the difference between the AML and ML schemes
We begin with a case where chip boundaries are known aj
. . . o rops to less than 0.5 dB for the safie= 0.1. Note also that
we are operating close to the dimensional lindif: = 1 (so

. . e . the overall performance in this case is significantly better than
the dimensional limit is 15 interferers) ad¢. = 13. The total P 9 y

number of users in the system is taken tofbe= 14, and the the case where we had = 1andb = 3. Hence, for the same

Siatsicsae veraged oer o see (22)an (39, 511 SEL00S bl e uch bt o prcess e
The variation of P, with SNR is shown in Fig. 3 for the ML P )

and AML schemes. The use of the AML scheme leads to a Ioes)étpense of additional gompLeX'ty' The b.U|k .Of the computation
: : " iIStaken up by th&(bM° N K7) QR factorization, which varies

of about 2.5 dB in the effective SNR & = 0.1. In addition, as M3 but is onlv linear inb

the AML scheme exhibits an error floaP, does not go to zero y )

. . In Fig. 5, we study the variation aP, with SNR for dif-
as SNR— oo. But this floor can be lowered by averaging Vel erent \?alues ofi, W?;h M fixed at 3, along with the corre-

a larger numb(_er of windows. T_he boun_d obtained using (27) ISonding simulation results. The conventional parallel acquisi-
found to be quite loose, especially at higher values of the SNE . .

) . ) . . . idn scheme corresponds . = 0, in which caseB = I.
while the approximation (30) is only marginally good since When K. # K — 1, the curves exhibit an interference floor.

are close to the dimensional limit. Note that, in spite of approximating the analysis by modelin
The same set of curves is shown in Fig. 4 for the case wh? e ' b P 9 Y y 9

. € remaining interferers as white Gaussian, the analytical re-
we haveM = 3 andb = 1 instead. The number of users Canéults obtained match quite well with the simulations. It is also
celled is still kept at’{. = 13, and henceis/M N is small. q )

of interest to note that, when the SNR is low, the decorrelating
70Of course, in the case of long sequences it is not necessar thalV . scheme K. > 0) actually performs worse than the conventional

,

Prob of Acquisition Error
%

3 H i ! 1 N )

5 0
SNR in dB, Eb/N0

10
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Fig. 5. Performance with variation in SNR aid.. Fig. 6. Comparison with the case where chip boundaries are not known.
. S . 10—
scheme. This can be understood intuitively as followsKA$n- :
creases, the variance of the residual interference and noise goe
down. At the same time, the loss of the new user’'s componentin
the interference subspace increases. When the SNR is low, th 5
latter effect is more significant. More rigorously, note from (27) &
and (30) that S
2
3
O'%:O"?‘%O'(%%O'%d]\f g
K]
at low SNR. It then follows from (29) thaP. a function of g1k
only mq/e1, and is monotonically decreasingin, /oy . Fur- o
thermore, when all the users have equal powers, (7) gives
o7 = N, +£(K—K—1)02 9 : ; . .
1 0 N ¢ v P 2 : N , 10 12 14 18
SNRindB, E /N

"Tp o
which implies that
Fig. 7. Performance for the noncoherent cade= 3,b = 1.

mg  aidy 26(MN — (M + 1)K,)
o1 oAy \VNNo+E(K —Ke—1) (34)  with the threshold seen in Fig. 5. The curves also show that sig-
nificant gains over the conventional scheme are possible at high

Sincegi = 1 for the sinc chip waveform. We can then easil)ﬁNR’S and highk.. But these results assume equal powers for

show thatm, /o, increases with, (and hencep. decreases the interferers—the threshold SNR would be smaller and the
with increasingk,) when the SNR is above a threshold, i.e., 9ains could be significant even for smafl. when the powers
are unequal. Also, the best possible scenario is when there is

£ M K—1\"*! perfect interference cancellation with the new user’s signal re-
No > <M +1 T) (35) maining unchanged (e.g., when the users are perfectly orthog-
onal). This is equivalent to a single-user system at the same SNR
Clearly, when the SNR is below the threshdillincreases with and the corresponding. curve is also shown as a limiting case.
increasingk ., meaning that the decorrelating scheme performs Thus far, the numerical results assumed known chip bound-
worse than the conventional schenié. (= 0) in this case. Note aries. When the chip boundaries are unknown, we expect that the
that this threshold behavior is independentoife., it is inde- results will not be significantly affected [15]. This is confirmed
pendent of any averaging done to improve the error probabilityy the results shown in Fig. 6, where the performance of the
Hence, it is important to take the threshold SNR into accouktL and AML schemes are shown with and without known chip
when designing the decorrelating scheme. We also note thatundaries. When the chip boundaries are unknown, the value
similar behavior has been observed for the detection problenoiné in the definition (24) ofPacq is set to 0.5 to allow for a
[19], where the decorrelating detector is found to perform woréair comparison, and the resolution is sedt®T... It was found
than the matched filter detector below a threshold SNR whithat a higher resolution does not significantly improve perfor-
depends on the loading factéf/N. mance. Note that the interfering users are allowed to be com-
Returning to Fig. 5, for the parameters chosen, the threshgleétely asynchronous in all the cases. The same set of curves
SNR computed using (35) is 4.8 dB. This number matches wadlshown in Fig. 7 for the noncoherent acquisition algorithm,
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which uses the maximization in (21), and the simulated perfatelay hypothesis; = n. Also, letey denote the vector corre-

mance is compared to the analytical approximation of (32). Na&ponding to the correct delay, i.eq, = ¢1(n1). Then, we have

that the lack of phase information leads to a loss of about 1 dB

at Pe = 0.01. Xn = achBC() + CLBTUI. (36)
The above results also indicate that the approximation re-

sulting from the assumption of known chip boundaries is rep: False Alarm Statistics

resentative of performance in the actual band-limited system . . .

without this assumption. In particular, the observations maﬂ?m this case, the delay hypothesis= n is not equal to; .

above regarding the effect of the parameters involved will ho e madel fhf Sequzncestasslfmd. randoné,l ancl:i Itmhlc' Iehdfjo |
for the actual system as well. as uncorrelated randowectorsfor n # n;. Clearly, this mode

does not hold whetn — n4] is less than the window length
M N, since this would lead to an overlap betwagnand ¢y.
VI. CONCLUSION But we make this heuristic assumption to simplify the analysis.

. Lo . ~ It follows that
A maximume-likelihood delay estimation scheme applicable

to DS/CDMA systems with long sequences was proposed and E(X,) = a1E(c! Bey) + E(c], Bwy)
investigated. The scheme is closely related to the decorrelating © . BB
detector and relies on the projection of the received vector into a = m E(c, Beo)

changing but known “noise” space. This is similar to the projec- ()

tion used in the MUSIC algorithm [20] with the difference that =k Z bijen,icoi | =0

the noise space here contains a component of the signal of in- b

terest. Along with several modifications of the ML estimator, gnere (a) follows since the noise is zero mean and independent
suboptimum approximate maximume-likelihood technique was the signal, and (b) can be seen by simply conditioningon

presented and its performance analyzed under the assumpfjeft. Note that; is assumed to be a fixed nonrandom parameter.
that the chip boundaries of the new user are knawnori. The The second order statistics can be found as

analysis was based on Gaussian approximations and was found

to give reliable results when the number of usessacelledis UJ% = = Var(X,) = EE(X,,,X;)
small compared to the processing gain. The performance of an 2
actual band-limited system with unknown chip boundaries was =3 Elai¢! Bey + ¢! Bwy|?

found to match quite well with the analysis. It was seen that
significant gains over the conventional scheme are possible at
the expense of additional knowledge and computational com- 1, . : 1 ; :
plexity, so long as the operating SNR is above a precomputable =3 ai E(c;, BeoeyBey,) + > E(c}, BurwiBc,)
threshold.

Itis to be noted that the schemes derived in this paper rely on = <
knowledge of the delays of the interfering users being cancelled.
Results in [21] suggest that the ML scheme is reasonably robust ) <

1 1
5 a2E|c! Beo|? + 5 E|c! Bwy|?

I 0?) E(c|,B’cy)

to small errors in these delays, but this needs to be investigated
further.

Extensions of the scheme to more general situations need to =
be investigated further. In particular, extension to frequency-se-
lective fading channels is possible if we make the additional
assumption that the channel estimates of the interfering users =

5t o’%) FE ; bijen,iCn,;

a a?
> + 0%) Z by = <El + a%) trace(B)

are known. The spreading vectors corresponding to the different ) nt
taps of a single user can then be combined into a single vector _ <ﬂ + 02) dy
and the above ML schemes can be applied. Research on this 2 o

problem is currently underway. where (@) follows from our heuristic assumption, and (b) is due

to Lemma 1. Note that the factor of two &t} /2 would not be

APPENDIX present when we have real spreading sequences. Similarly, for
DERIVATION OF STATISTICS (27) n # mandn,m # ny
In this appendix, the results given in (27) are derived. We Cov(X,, X)) = 1 E(X,X7)
begin with (26), i.e., %
=5 afE(cI,,Bcocs;ch)
X, = a16,(n) Bé1(ny) + é(n) Bwy. 1
uln) Bar(m) +& () ! +§E(CLBw1w;ch)
For the sake of convenience, we useinstead of¢; () to de- (4 +02) B(c} Bey) = 0
note the spreading vector of the new user corresponding to the R 1 nCm) = 0.
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B. Detection Statistics

In this case, the delay hypothesisris= n; and the corre-

sponding AML metric is
X, = alchco + cs;BwI.
Consequently
ma = E(X,,) = a1 E(¢)Beo) = a; trace(B) = a1dy.
To compute the variance df,,,, note that
E(|X,,)?) = a? E|c|Beo|? + E|c\Bwy]?.

As before, we haveF|c|Bwi|? = E(|¢\Bw;|?|B) =

20%dy; and
E(|chc0|2|B)

A N Nl
=k E bijDriCo.iCo ;C0,kCO 1

%,5,k,1
=2 Z |52 +Z bii b
i) ik

ij 7 i,k
2
@ 221)”—1— an‘ _2sz‘2i

= 2y +dy —2) b

where (a) is due to the fact thB&B' = B = b; = 3 |b;;|*.
It follows that:

Var(X,, |B) = a? Var(c) Beo) + 207dy
MN
=2a7dy — 247 Y b} + 207dy.

=1
Using the Cauchy—Schwarz inequality, we have

MN 2

Z bi;
=1

1 d3,
=03 = 3 Var(X,,,) < a2dy — a? M]}V

a2d5
_ <A2N +o—;) dy.

MN
<MN Z bi;

=1

+ U?dl\f

(37)

(1]

(2]

(3]
(4]

(5]

(6]
(71

(8]
9]

(10]

(11]

(12]

(13]

(14]

(18]

(16]

(17]

(18]

(19]

We note that a weaker version of the above bound was derived
independently and in a completely different context in [22]. Fi-[20]

nally, forn # n

Cov(Xp, Xp,) = - BE(X, X))

a2 E(c! Beycl Beo)

[NREEEN R

[21]

(22]

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 7, JULY 2000

1
3 E (cLBw;w;Bco)
-4p

(cf Beoc)Beo)

E E(bijkaCOJ‘CS’jCo’kCZ’l) =0

.9kl

w88, +

sincec, is zero mean and independentdagf
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