
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 48, NO. 5, SEPTEMBER1999 1443

The Coverage–CapacityTradeoff in
Cellular CDMA Systems

V
�

enugopalV. Veeravalli,Senior
�

Member,IEEE, and Andrew Sendonaris,Member,IEEE

Abstract— In cellular CDMA systemsthat employ single-user
detectors,
�

in-cell interfer encelimits the coverageof the cell. Thus
for
�

a givenupper limit on transmit power, the coverageof a cell is
inversely proportional to the number of usersin it. This tradeoff
between
�

coverageand number of usersis explicitly characterized
here. Our analysis may be used in cellular planning to set hard
limits on the number of users admitted into the cell in order to
meet� coveragerequirements.Furthermor e, our approach allows
us� to arrive at a precisedefinition for the pole� capacity of a cell,
which� servesas an upper bound on the number of users a cell
can	 support as the coverage shrinks to zero. We also present
a
 technique to calculate cell coverageas a function of carried
traffic,
�

for any given admission policy.

Index Terms— Capacity, CDMA, cellular systems,coverage,
pole� capacity.
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INTRODUCTION
�

A N
�

ACCURATE predictionof cell coverageasa function
of� usercapacityis essentialin code-divisionmultiple ac-

cess� (CDMA) networkdesignanddeployment,andis therefore
of� great interest.Cell coverageis definedas the maximum
distance
�

that a given user of interestcan be from the base
station� andstill havea reliablereceivedsignalstrengthat the
base
�

station.
In cellular CDMA systemswith nonorthogonalusersand

single-user� detection(such as the reverse-linkof IS-95 [1])
it is well known that the coverageof a cell has an inverse
relationshipwith the user capacityof the cell. An increase
in the number of active users in the cell causesthe total
interference
�

seenat the receiverto increase.This causesan
increasein the required receivedpower for each user, due
to
�

the fact that eachuserhasto maintaina certainsignal-to-
interference
�

ratio at the receiverfor satisfactoryperformance.
For a maximum allowable transmit power, an increasein
the
�

requiredreceivedpower will result in a decreasein the
maximum� distancea mobile can be from the basestation,
thereby
�

reducing coverage.We will assumethat coverage
is limited by the maximum transmit power at the mobile,
although� for some systemsthe forward link might be the
limiting
�

link [2].
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Previous analysesof CDMA cell coveragehave mainly
focused
�

on theextensionof cell coveragethatresultsfrom soft
and� hard handoff [3]–[6]. Our goal is to derive an analytical
relationshipbetweencoverageand capacity.To facilitate the
analysis,� we do not include the effects of soft handoff and
sectorization—the� extensionof our analysisto thesecasesis
discussed
�

in SectionVII.
W
�

e first considerthe casewhere the numberof usersin
the
�

cell is deterministicandthe other-cellinterferencedensity
is known. For this case,we derive an equationrelating the
coverage� and numberof users,for a given upper bound on
outage� probability. We also derive an equationfor the pole�
capacity of� acell, i.e., themaximumnumberof usersacell can
support� if thereis no constrainton the peakreceivedpower.

W
�

e thenextendthe analysisto the casewherethe number
of� usersis random.Here we provide equationsthat can be
used! to obtain a tradeoff curve betweencell coverageand
the
�

averagenumberof users,for an arbitrary distribution on
the
�

numberof users.This analysiswill allow prediction of
coverage� for a projectedcapacity(carried traffic),

"
irrespective

of� the admissionpolicy1 used! to achievethat capacityor the
resulting# call blocking probability.

The
$

remainderof this paper is organizedas follows: in
Section
%

II, we introducethe notation usedin the paperand
derive
�

anexpressionfor theoutageprobability. In SectionIII,
we& usethe conditionfor powercontrol feasibility to precisely
define
�

cell pole capacity.Then, in SectionIV, we derive an
explicit' equationfor coverageas a function of the number
of� usersin the cell. This analysisis extendedto the random
user! casein SectionV, wherea relationshipbetweencoverage
and� carried traffic is derived for a generaladmissionpol-
icy.
�

SectionVI providesnumericalresultsthat illustrate our
analysis� techniques.Our conclusionsaregiven in SectionVII.

II. PROBLEM FORMULATION

W
�

e will beginby introducingthe relevantvariablesandthe
notation requiredfor our analysis.

• For any poweror signal-to-interferenceratio variable
expressed' in decibels, denotes

�
.

• denotes
�

thenumberof usersin thecell, i.e., thosebeing
controlled� by the cell’s basestation(BS).

1A
(

“rise overthermalnoise”admissionpolicy [7] guaranteespowercontrol
feasibility at the time of admission[8], and thus affects our probability of
outagecalculations.However,atall othertimesafteradmission,powercontrol
feasibility is not guaranteed,for this or any admissionpolicy, and,therefore,
needs) to beconsideredduringprobabilityof outagecalculations.We notethat
our calculationsare independentof the admissionpolicy.

0018–9545/99$10.00 1999 IEEE
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• is
�

the power receivedat the BS from the th
�

user
in watts.(The receivedpower in decibel-wattsis, by the
above� notation,given by .)

• is the signal-to-interferenceratio (SIR or )
"

for
the
�

th
�

user.
• is the voice activity factor of th

�
user.The variables

are� modeledasindependentBernoulli randomvari-
ables� that take the value with& probability ,* and the
value+ with& probability .

• denotes
�

the informationbit rate in bits per second.
• denotes

�
the systembandwidthin hertz.

• is backgroundnoisepowerspectraldensity.
• is the other-cell interferencedensity.

The
$

signal-to-interferenceratio (SIR) for the th
�

userat the
BS may be expressedin termsof the receivedpowersof the
various+ usersas [7]

(1)
,

The
$

SIR requirementsfor the varioususersin the cell vary
with& time dueto changesin the multipathfadingenvironment
and� imperfectionsin power control. In particular, let
denote
�

thetargetSIR thatis a functionof thetargetframeerror
rate(FER)andthemultipathconditions,andlet denote

�
the

error' in the power control algorithm.Then, the requiredSIR
for
�

the th
�

user is given by

(2)
,

That is, is the SIR that the power control algorithm is
demanding
�

from the mobile at that particular point in time,
even' though the target SIR may be slightly different. Field
trials
�

reportedin [9] have shown that the SIR requirements
are� well modeledby log-normal randomvariables.Fur-

thermore,
�

we canassumethat the fading processesthat cause
the
�

fluctuationsin SIR requirementsfor the varioususersare
independent.By the above discussion,we can model
at� any given time by independentand identically distributed
(i.i.d.)
,

log-normal randomvariables.
In order to meet the SIR requirements ,* the required

received# powers must� satisfythepowercontrolequations

(3)
,

A. OutageEquation

If



the SIR of a given user is lower than the desiredvalue
for a certain period of time, we have an outage, i.e., a
noticeable- degradationin call quality. If the outagelastslong
enough,' then the call is dropped.Ideally, we would like to
limit the probability of outage(and, of course,call drop) to
a� small number.If estimatesof the autocorrelationfunction
of� the fading experiencedby the mobile are available,one

can� predict the outageprobability along a particular given
mobile trajectory [10]. But for our coverageanalysis, we
require a measureof service quality for the mobile user
that
�

encompassesall. possiblefading
�

scenarios.As a result,
a� coverageanalysisthatdependson minimumdurationoutage
[10] would be intractable,if not unrealistic.Our approach,
therefore,
�

is to simply look at the probability of instantaneous
outage,� that is, the eventthat the SIR falls below the required
value+ at any time. The justification for this is two-fold.

First, this correspondsto a worst caseoutageprobability
measure.� If we containtheprobabilityof instantaneousoutage
to
�

a small value,say ,* then the probability of outagewill
necessarilybe smallerthan . The reasonis that any event
corresponding� to outagewill alwayscontainan instantaneous
outage� event. The preciserelationshipbetweenoutageand
instantaneous
�

outage dependson the nature of the fading
experienced' by themobile.In theworstcase,whenthe fading
is perfectly correlatedfor a duration equal to the minimum
duration
�

for outage,theeventswill havethesameprobability.
Thus
$

containing the probability of instantaneousoutage to
guarantees/ that the worst caseoutageprobability is also

contained� to .
Second,
%

it is clear that, due to the time correlationin the
fading, whenever the SIR is below some threshold ,*
even' instantaneously,it will necessarilybe below any other
threshold
�

for a durationthat is greaterthanor equalto
the
�

durationof beingbelow . Therefore,we canaddressthe
minimum duration outageissue by analyzing instantaneous
outage� using an SIR thresholdthat is lower than the actual
threshold.
�

That is, given a fading environment,and given
that
�

the SIR should not fall below a thresholdequal to
for a periodexceeding ,* thereexistsa such� that the
probability0 of instantaneousoutagecorrespondingto equals'
the
�

probability of minimum durationoutagecorrespondingto
and� . Therefore,we are able to usea simpler analysisin

order� to determinecoverage.In doing so, we not only avoid
the
�

complexityof thecalculationsinvolving minimumduration
outage� but, more importantly, we avoid the intractability of
these
�

calculations.The intractability is due to the fact that,
for
�

our coverageanalysis,we needto take into accountall
possible0 fading scenariosthat a mobile user may face in a
given/ cellular environment.In practice,the desired can� be
found
�

empirically for differentcellular environments,suchas
rural,# urban,denseurban,highway,etc.Finding ,* however,
is beyondthe scopeof our paper.

Basedon the abovediscussion,we focus on the instanta-
neous- outageeventfor user ,* i.e., theevent . There
are� two ways in which this event can happen:i) the power
control� equationsof (3) do not havea feasiblesolution2 (call

,
this
�

event )
"

and ii) the power control equationshave a
feasiblesolution,but themaximumtransmitpower at� the
mobile is exceeded(call this event ).

"
Thustheprobability

of� outageis given by

(4)
,

2Thatis, no matterhow largethereceivedpowersare,theSIR requirements
of the userscannotbe satisfied.
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where& is
�

the complementof event ,* i.e., is
�

the
event' thatthepowercontrolequationshavea feasiblesolution.

W
�

e will usethe outageequationto characterizethe capac-
ity–coveragetradeoff. To begin the analysis,we focuson the
feasibility of the power control equationsof (3).

III.



POWER C
2

ONTROL F
3

EASIBILITY
4

AND P
5

OLE C
2

AP
(

ACITY

It



can be shown that the equations(3) have a feasible
solution� (i.e., ,* )

"
if and only if

(5)
,

Under
6

thiscondition,it canbeshownthattherequiredreceived
power0 for user is

�
given by

(6)
,

The abovesolution to the power control equationshasbeen
derived
�

previouslyby other researchers[11]–[13]. For com-
pleteness,0 we haveincludeda sketchof the derivationin the
Appendix.

From (5), the probability that the power control equations
of� (3) do not havea feasiblesolution (event of� (4)) is
given/ by

(7)
,

Under
6

the log-normal assumptionon required SIR’s, the
probability0 of event is alwaysnonzeroaslong as ,*
and� increaseswith increasing . Thus evenif there
were& no constrainton the maximummobile transmitpower,
the
�

probability that the SIR requirementsare not met ( )
"

increasestoward with& increasing . This leads us to the
following definition of pole� capacity,* that characterizesone
extreme' of the capacity–coveragetradeoff curve.

Definition1: Let be
�

the maximum allowable outage
probability.0 The pole capacity of� a cell is the maximum
numberof usersthat can be accommodatedin the cell such
that
�

,* if there is no constrainton the maximum
receivedpower for the varioususers.

From
3

the above definition, it is clear that serves�
as� an upper bound on the maximum number of usersthat
can� be accommodatedin the cell as the coverageof the
cell� shrinks to zero. This is due to the fact that for any
finite
7

maximumtransmitpower,themaximumreceivedpower
increases
�

dramaticallyasthe coveragedecreasestowardzero.
Numerical
�

results given in SectionVI will show that our
coverage–capacity� tradeoff curvesdo indeedapproach
for shrinking coverage.

To calculate ,* we simply evaluate as� a func-
tion
�

of and� pick the largestvalueof such� that
. For a given set of parametervalues, can� be

T
8

ABLE I9;:=<?>A@CBED
AND
F P

�
OLE
G CAP

F
ACITY. THE

H P
�

ARAMETER
F V

�
ALUES
F

FOR

THIS EXAMPLE ARE IKJMLON POQ MHz, RTSMUEVXW Y kb/s,Z\[^]`_ acb , dfehgji dB, AND kml;nporq s dB. FOR
G

A MAXIMUM

OUT
t

AGE P
�

ROBABILITY
u vXwMx^y`z {r| , WE

} SEE
} T
8

HA
H

T ~��C��� ���j�C�

computed� for various using! Monte Carlo techniques.Al-
ternatively,
�

we may obtain as� follows:

(8)
,

where& denotes
�

the set of all users for which ,*
denotes
�

the set of all subsetsof the set
,* and . It can be shown that the

pdf0 of is
�

given by

(9)
,

for ,* where and� are� the meanandvariance,
respectively,of . Due to the fact that the are�
i.i.d., theprobabilitydensityfunction(pdf) of may
be
�

obtainedby repeatednumericalconvolutionof thepdf given
in (9) with itself. This leadsto a numericalapproximationof

for
�

any ,* andthus to an approximation

of� . An exampleof this calculationis givenin TableI,
along� with Monte Carlo simulationresults.

As mentioned previously, depends
�

not only on
,* but alsoon theprobability that therequiredtransmit

power0 at the mobile exceedsthe maximumallowed transmit
power,0 i.e., on . As a result, as the numberof users

increases,the coverageof the cell decreasesmonotonically
with& essentiallyzerocoveragein the vicinity of . In the
next- section,we determinethe coveragefor all .

IV.



COVERAGE V
�

ERSUS
4 N

�
UMBER
�

OF U
6

SERS

W
�

ithout loss of generality,we will focus on the coverage
seen� by user1 whenthe numberof usersin the cell is . Let
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be
�

thedistanceof user1 from BS. Then,the transmitpower
(in
,

decibel-watts)of user1 is given in termsof its received
power0 at� the BS by

PL (10)
,

where& PL is thepathlossatdistance from theBS(includ-
ing antennagains)and is a randomvariablerepresenting
shadow� fading.The pathlossis usuallywell modeledas(see,
e.g.,' Hata’s model [14])

PL (11)
,

Theshadowfadingvariable is well modeledasazero-mean
Gaussian
�

randomvariablewith variance [14].
The probability of event for user1 is the probability

that
�

exceeds' ,* themaximumpoweravailableat the
mobile. Thusby (4), the probability of outageat a distance
from
�

the BS is given by

PL
5

(12)
,

The
$

largestoutageprobability is seenat the edgeof the cell.
W
�

e can hencedefinethe coverageof the cell to
�

be the
distance
�

from the BS at which equals' the maximum
allowable� outageprobability . Thus is obtainedas
a� solution to

PL
5

(13)
,

In



(13), there are two quantitiesthat dependon the number
of� users in

�
the system: and� . As demonstrated

in TableI, can� easily be computedas a function of
—we denotethis function by . Thus a relationship

between
�

coverageandnumberof users may� bederivedif we
find
7

the distributionof ,* conditionedon ,* as a function
of� .

A. Statisticsof ReceivedPower

Conditioned
2

on ,* the power control equationshavea
feasible
�

solutionand this solution for user1 is given by [see
(6)]
,

(14)
,

This equationcan be used in estimatingthe distribution of
via+ Monte Carlo techniques.In the following, we

suggest� a moreusefulway of approximatingthepdf of .
The solution to the power control equationsof (3) results

in
�

randomvariables that
�

are identically dis-
tributed;
�

however,theyaredependentin general.Nevertheless,
numericalsolutionsto (3) for show� that variations
in a particular cause� variations in that

�
are at least

an� order of magnitudelarger than variationsin ,* for any
(see
,

TableII). Thissuggeststhat are� approximately

T
8

ABLE II
I
�
NDEPENDENCE
�

OF THE R
�

ECEIVED
} P

�
OWERS
G . THIS

H T
8

ABLE
F D

�
EMONSTRA
}

TES THAT

THE PERCENTAGE CHANGE IN ANY
� GIVEN �����X�������� IS

� N
�

EGLIGIBLE COMP
G

ARED

T
�

O THE P
�

ERCENT
}

AGE CHANGE
H

IN ��¡ ¢ OVER
G

A W
£

IDE
¤ R
�

ANGE
F

OF V
�

ARIA
F

TIONS OF¥¦�§¨ . IN� T
8

HIS
H P
�

AR
F

TICULAR E
4

XAMPLE
© , ªh«­¬¯® , °²±²³µ´²¶�·O¸ dBm/Hz, ¹�º¼»�½²¾ ,¿ÁÀ­Â�Ã ÄÆÅ

MHz, Ç¼È­ÉEÊXË Ì kb/s, ÍhÎ¼Ï`Ð ÑcÒ , ÓfÔÖÕ¼× dB, AND ØXÙÛÚÝÜrÞ ß dB

independentfor ; we will usethis approximationin
our� analysis.

From
3

(3), the requiredSIR for the user1 at the BS may be
expressed' in termsof thereceivedpowersof theotherusersas

(15)
,

Since
%

the requiredSIR is log-normal, is
Gaussian.
�

(Typical valuesfor themeanandstandarddeviation
of� are� dB

�
and dB

�
[9].) If we let

and� denote
�

the meanand secondmomentof ,* then we
can� easily show that

(16)
,

and�
(17)
,

where& .
Using
6

the i.i.d. approximationfor , w* e
can� obtain equationsfor all of the momentsof by

�
taking

expectations' of appropriatepowersin (15).A momentanalysis
using! four momentsrevealsthat is very well approximated
by
�

a log-normalrandomvariable3
à

for (see
,

TableIII).
Thus only the meanand secondmomentof needto be
calculated.� Theseare given by

(18)
,

and�

(19)
,

3
á
A similar result could be obtainedfrom (14) by approximatingsumsof

log-normalrandomvariablesby log-normalrv’s [15]. However,the presence
of theBernoulli voiceactivity factors âOã couldposesomeadditionalproblems.
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T
8

ABLE III
L
ä

OG
G -NORMAL

G A
(

PPROXIMA
å

TION FOR R
�

ECEIVED
} P

�
OWER
G . THE

H T
8

HIRD
H COLUMN

G
TABULATES THE FIRST FOUR

G MOMENTS
G

OF æç¡èé , DERIVED U
�

SING
� (15), WHEREAS

THE SECOND COLUMN
G TABULATES THE MOMENTS

G
OF A LOG

G -NORMAL
G rv, THAT

I
�
S
� , êìë í\îrïñðµòEóÆôöõr÷ùøûúýüAþÿ ������� ���
	��
 FOR

������� . IN� THIS P
�

AR
F

TICULAR

EXAMPLE, ������� , ��� ��!#"%$�& dBm/Hz, '�(*)�+�, , -/.�0�1 243
MHz, 57698;:=< > kb/s, ?A@7BDC EGF , HAIKJ*L dB, AND M=NKO*PDQ R dB

Fig. 1. Justificationfor independenceassumptionand log-normalapproxi-
mation. The complementarycdf of S
TU underV the log-normalapproximation
is
W

comparedwith that obtainedvia Monte Carlo techniques.The accuracyof
the
X

approximationdecreasesas Y approachesZ\[4]_^ ` .

Under
6

the log-normalapproximationfor ,* is
�

Gaussian.
Themeanandvarianceof can� easilybecalculatedin terms
of� and� as� given below

(20)
,

and�
(21)
,

As
a

final justification for the independenceassumptionand
the
�

log-normal approximationfor the ,* we comparethe
complementary� cumulativedistribution function (cdf) of the
approximation� for with& the actual complementarycdf
obtained� from (14) usingMonte Carlo techniquesin Fig. 1. It
is clearthat theapproximationis very goodfor . As

approaches� ,* theapproximationis stochasticallysmaller
than
�

the actual requiredreceivedpower, indicating that the
coverage� estimatebasedon the log-normalapproximationis
slightly� optimistic.

B. EquationRelatingCoverageand Numberof Users

Now,
�

in order to evaluatethe probability on the left-hand
sider� (LHS) of (13),we needto determinethejoint statisticsof

and� . Themeansandvariancesof theserandomvariables

have
b

beenspecified,soall thatremainsto bedeterminedis the
correlation� betweenthem. We can argue that the correlation
between
�

and� is
�

closeto zero,sincethefluctuationsin the
requiredreceivedpower are� mainlydueto multipathfading
and� imperfectionsin power control, whereasthe fluctuations
in are� due to shadowfading. We can hencecomputethe
conditional� probability in

�
(13) as

PL
5

(22)
,

where& we haveusedthe path loss model of (11), and where
is
�

the complementarycdf of a zero-mean,unit-variance
Gaussian
�

randomvariable.Substituting(22) in (13), we get
the
�

following explicit equationrelatingthecoverage and�
the
�

numberof users :

(23)
,

where& is written& explicitly asa function of .
Numerical
�

examplesthat describe as� a function of
are� given in SectionVI.

Remark1: It should be noted that as approaches�
in
�

(23), approaches� . However,the sincethe path-loss
model we assumedis not valid for in the neighborhoodof
,* the actuallimiting valueof is strictly lessthan .

V.
�

COVERAGE V
�

ERSUS
4 C

2
AP
(

ACITY

The equationfor as� a function of derived
�

in the
previous0 section may be used in CDMA cellular network
planning0 to sethard limits on the maximumnumberof users
that
�

can be admitted into the cell, such that prespecified
coverage� requirementsare met. It may also be of interestin
cellular� planning to designcell coveragesand capacitiesto
matchprojectedtraffic densitiesin the network.In this caseit
may be appropriateto model the numberof usersin a cell as
a� randomvariable(denotedby ).

"
The statisticsof will& be

a� function of the cell admissionpolicy andthe offeredtraffic.
Our
c

goal here is to derive a relationshipbetweenthe mean
of� ,* which we denoteby ,* andcell coverage . We will
refer# to ,* which representsthe carried traffic in

�
the cell, as

capacity.� Clearly, can� be relatedto the Erlang capacityof
the
�

cell throughthe blocking probability [9].
Let
d

denote
�

the probability massfunction (pmf) of
. Clearly, any useful admissionpolicy will not allow to

�
exceed' ,* since power control becomesinfeasible with
probability0 greaterthan when& thenumberof usersexceeds

. Powercontrol feasibility can sometimesautomatically
be
�

guaranteedby the admissionpolicy. For example,in the
admission� policy suggestedby Viterbi [7], usersareadmitted
into thecell until the total interferenceseenat thebasestation
exceeds' the backgroundnoiselevel by

�
a factor . It

is shown in [8] that this admissionpolicy guaranteespower
control� feasibility at the time of admission,which implies that



1448 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 48, NO. 5, SEPTEMBER1999

the
�

numberof usersadmittedin the cell is smallerthan
with& high probability. However,to guaranteesystemstability
at� all times after admission,it would be necessaryto always
hard-limit thenumberof usersto amaximumof . It might
actually� be preferableto hard-limit the usersto a numberthat
is considerablysmaller than to

�
guaranteea minimum

coverage.�
In the following, we assumethat supportof is limited

to
�

the set . Conditionedon ,* is
Gaussian
�

with mean and� variance . Thus we
can� computethe averageoutageprobability at distance by

�
averaging� (12) over the distribution of to

�
get

PL
5

(24)
,

Hencethe cell coverage satisfies� the equation

(25)
,

Given
�

a model for the pmf of the numberof users,we can
use! (25) to obtain a plot of coverageversuscapacity.As an
example,' suppose hasa Poissondistribution4 with& parameter
,* truncatedat ,* i.e.,

(26)
,

Then
$

the averagenumberof usersin the cell is given by

(27)
,

By solving(25)and(27) for variousvaluesof ,* wecanobtain
a� tradeoff curvefor versus+ that

�
is parameterizedby .

An
a

exampleof this calculationis given in SectionVI.

VI.
�

NUMERICAL
� R

e
ESUL
4

TS

The parametervaluesusedin our numericalresultsare as
follows:
�

MHz bandwidth;
kb/s
f

bit rate;
voice+ activity factor;

dB
�

(varied
,

in Fig. 3) medianSIR required;
dB
�

standarddeviationof SIR required;
dB
�

path-lossconstant;

4For an admissionpolicy basedon interferencelevels, the pmf is well
modeledasPoisson[9].

Fig. 2. Coverage versus number of users: sensitivity to variations in
other-cell interference.The parameterg denotesthe ratio hji�k�l .

Fig.
m

3. Coverageversusnumberof users:sensitivity to variationsin n�o .

dB
�

path-lossexponent;
dBm
�

maximummobile transmitpower;
dBm/Hz
�

thermalnoisePSD;
maximumoutageprobability;

dB
�

shadowfading standarddeviation

where& and� are� obtainedusingHata’smodel[14, p. 119]
for
�

a medium-sizedcity with carrier frequencyof 900 MHz,
transmit
�

antennaheightof 50 m, receiveantennaheight of 1
m, and a net antennagain of 6 dB.

W
�

ithout loss of generality,we will assumethat the other-
cell� interferencedensity is

�
a multiple of� the background

thermal
�

noisedensity . In Fig. 2, we plot coverageversus
number- of usersfor variousvaluesof ,* using(23). Note that
the
�

pole capacityis unaffectedby . In Fig. 3, we fix
and� vary the medianSIR requirement . As expected,the
tradeof
�

f curvesare considerablymore sensitiveto variations
in
�

when& thenumberof usersis large.Finally, in Fig. 4, we
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Fig.
m

4. Coverageversuscapacityfor a truncatedPoissonuserdistribution.
The parameterp denotesthe ratio q4r_s�t .

plot0 coverageversuscapacity(carriedtraffic), usingthemodel
for given/ in (26). It can be seenthat the curvesin Fig. 4
are� lower than the correspondingcurvesin Fig. 2. This is to
be
�

expecteddueto the concavityof the capacityasa function
of� the numberof users.

VII.
�

CONCLUSIONS

W
�

ederivedanexplicit relationshipfor thecoverageof a cell
as� a function of the numberof usersin it. This relationship
may� be usedin cellular planning for setting hard limits on
the
�

number of usersadmitted into a cell in order to meet
coverage� requirements.Our analysisalsoallowedus to arrive
at� a precisedefinition for the pole capacityof a cell.

W
�

e have also presenteda way to determinethe tradeoff
between
�

coverageandaveragenumberof usersin the random
user! case.This techniquemay be used to characterizethe
capacity–coverage� tradeoff for an arbitrary admissionpolicy.
Such
%

a characterizationwould be particularly useful in opti-
mally� locating basestationsin a geographicalareabasedon
prior0 information about traffic nodes.

Avenues for further researchinclude extending the ca-
pacity–coverage0 analysisto incorporatethe effects of using
soft� handoff, and of using sectorizedcells. Extension to
sectorized� cellsshouldbestraightforward,with theunderstand-
ing
�

that the sectorsin a given cell could, in general,have
dif
�

ferent capacity–coverageoperating points. Incorporating
soft� handoff in the analysis is more complex. The outage
condition� would correspondto all of the base stations in
soft� handoff not meeting SIR requirements(assumingthat
selection� diversity is used). Also, the analysiswould need
to
�

incorporatethe correlationsbetweenthe shadow fading
processes0 seen by the various base stations, and the cor-
relations betweentheir SIR requirements.Such an analysis
would& lead to a precisecharacterizationof the improvement
in
�

the capacity–coveragetradeoff that resultsfrom soft hand-
of� f.

A
a

PPENDIX
�

S
%

OLUTION TO THE POWER C
2

ONTROL EQUATIONS

The
$

solution to (3) is obtainedas follows. We begin by
defining
�

the vectors

...
...

... (28)
,

Theequationsin (3) mayberewrittenin termsof thesevectors
as�

(29)
,

where& is the -dimensional identity matrix. The matrix
multiplying in (29) is a rank- modificationof thediagonal
matrix� given/ by

(30)
,

It is easyto show that

(31)
,

Thus the solution to (29) may be written as

(32)
,

which& can be simplified to yield

(33)
,

where&

(34)
,

It is easyto seethat (33) is identicalto (6). It is alsoclearthat
the
�

solutiongiven in (33) is feasibleif andonly if

(35)
,

which& is the condition given in (5).
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