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~ Abstract—The problem of generating discrete sufficient statis- receiver is facilitated by making simplifying assumptions in the
tics for signal processing in code-division multiple-access (CDOMA) BL continuous-time system model [1]. Specifically, the back-
systems is considered in the context of underlying channel 4.6,nq noise may be idealized by additive white Gaussian noise

bandwidth restrictions. Discretization schemes are identified for e . .
(approximately) band-limited CDMA systems, and a notion of (AWGN) with infinite bandwidth. Furthermore, in many cases,

approximate sufficiency is introduced. The role of chip-matched the performance metric of interest (e.g., bit-error probability)

filtering in generating accurate discrete statistics is explored. The may be independent of the actual spectral shape of the signal
impact of approximate sufficiency on performance is studied in  and depend merely on its total energy (or the operating SNR).
three cases: conventional matched filter (MF) detection, minimum In such cases, it is convenient to use pulses limited to a symbol

mean-squared-error detection, and delay acquisition. It is shown . . . . o -
that for waveforms limited to a chip interval, sampling the period to simplify the analysis and exposition of detection op-

chip-MF output at the chip rate can lead to a significant degra- €rations at the receiver.
dation in performance. Then, with equal bandwidth and equal Some of the work on CDMA systems, especially that in-
rate constraints, the performance with different chip waveforms is volving joint processing of the received signal (see, e.qg., [2]-[4])
compared. In all three cases above, it is demonstrated that multi- 55 made the same simplifying assumptions, and chip wave-
chip waveforms that.approxmate Nyquist sinc pulses ach}eve the f limited t hi iod h th t | |
best performance, with the commonly used rectangular chip pulse '0'MS liMitéd 1o a chip perio (such as the rectanguiar pu se)
being severely inferior. However, the results also indicate that it are used. We refer to such waveforms as chip-limited (CL)
is possible to approach the best performance with well-designed waveforms, as opposed to those that occupy more than one chip,
chip waveforms limited to a chip interval, as long as the chip-MF  which we refer to as multichip (MC) waveforms. Along with
output is sampled above the Nyquist rate. the use of (rectangular) CL waveforms, further simplification is
Index Terms—Band-limited signals, chip-matched filtering, chip achieved by using a chip-matched filter (chip-MF) to generate
waveform design, code-division multiple access, delay estimation, discrete statistics at the receiver front-end (see, e.g., [7]-[10]),
discrete sufficient statistics, signal detection. albeit without rigorous justification in the asynchronous case.
Finally, the chip-MF output is often sampled at the chip rate to
|. INTRODUCTION facilitate analysis.
. . . . In this paper, we take a more fundamental approach and
T HE con_tlm_Jous-Umg system model that describes atyp'cﬁnsider the generation of sufficient statistics for detection and
code-division multiple-access (CDMA) system is ON&yinaiion in band-limited CDMA systems, with particular
where the sum of the transmitted signal waveforms of tr)e%phasis on chip-matched filtering. We assume the standard

UBSErS hgoes Ith(?hugz d?’ (pgssf ly tlmde-va.rylrt%tﬁpd-hmned. AtWGN model for the noise. However, throughout the paper,
(BL) channel with additive background noise. It is CONVeNIeNt, assume that the signal has an approximate (or essential)

bo“,:. for an?IyS|sCzEst'\A/\ell a(sj ||m_plte mentatlon t? c;)n(;/_ert t:beandwidth of W, where the essential bandwidth is defined in
continuous-time ‘modet Into an equivalent diScretg, mean-square sense, and the spillover outside the bandwidth
model that produces sufficient statistics for decision making &t astricted to be sufficiently small. For each chip waveform

th? re;:en(/jer.d | ¢ basidal ‘ h that we study, we assume that the chip period is chosen large
h standard analyses of narrow-basiagie-usesystems, the nough to meet the bandwidth constraint.

generation of discrete statistics for detection/estimation at the . first consider the problem of generating discrete suf-
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be generated by projecting the received signal on to the setsgstem model under consideration is discussed in Section IIl.
Prolate spheroidal wave functions (PSWFs) correspondingltoSection 1V, we study the generation of discrete statistics for
time intervall” and bandwidti? [11]. Any finite set of discrete CDMA and focus on the chip-matched filtering approach. The
statistics would in general result in a “loss” of sufficiency. Wémportance of this understanding is illustrated in Section V
hence introduce a notion of approximate sufficiency, based tmough performance studies of single-user and linear MMSE
signal energy captured by the statistics, to quantify this loss amdiltiuser detection. Single-user acquisition is considered in
use it to study chip-matched filtering. We show that samplingection VI. Conclusions are given in Section VII.

the chip-MF at the Nyquist rate produc2B’ I statistics that

are approximately sufficient, with sufficiency loss of the same II. PRELIMINARIES
order as that produced by projection on to a subset of the ider th dard bl ¢ N
PSWESs of siz@WT. Consider the standard problem of parameter estimation in-

To illustrate the impact of approximate sufficient statistic)éowIng a continuous-time signal in additive noise
on system performance, we consider three specific operations T T
at the receiver: matched-filter (MF) detection, linear min- Y (t) = se(t) + n(t), te {—,—}
imum mean-squared-error (MMSE) multiuser detection, and 22

single-user timing estimation. The performance metric used\%eree € © is the (vector) parameter to be estimated 4hd

the output signal-to-interference ratio (SIR) for detection, aqgl the (finite) observation interval. We assume that the noise is

the prolbabilir:y of ﬁcquigition ferro(rj for timi?g. estima}izln. Ir‘ideal white Gaussian with zero mean and a two-sided power
general, we have the option of producing a finite set o |scre$ ectral density (PSD) d¥o/2.

sufficientstatistics via correlation, or producing a finite set o The likelihood function for the continuous-time function

approximately sufficient statistics via chip-matched filtering,(t) is given by the Cameron—Martin formula [14, Ch. VIJ:
followed by Nyquist sampling. We show that both approaches A

result in nearly the same performance, thus justifying our 2 1
claim of approximate sufficiency of chip-matched filtering Le(Y) = M<30(t)ay(t)>T - m(sa(t)ﬁe(t)ﬁ 2
followed by Nyquist sampling. We also show that if systems
with CL waveforms are sampled at the chip rate, there can Where
a substantial degradation in performance. /2
Using (approximately) sufficient statistics, we then study the _
effect of the chip waveform on performance in CDMA systems, (@) 9t = / flu)g(u)du.
specifically for the three receiver operations listed above. Now,
for a single user in AWGN, given a fixed bandwidli, the This is of course the basis of the matched-filtering operation for
maximum rate is obtained by using the Nyquist sinc waveforfAWGN channels. If
More commonly, however, some excess bandwidth (and loss in

@)

—T/2

rate) is allowed for and SRRC pulses are used that have a symbol se(t) = i s6.10%(1) v 6 (3)
duration(1+ 3)/2W, whereg is the roll-off factor [12]. On the -

other hand, for CDMA systems, the processing g¥igives us

an additional degree of freedom, so that we have the choicefof some countable set of functiofig:. (¢) }, then(se(¢), Y (¢))

several chip waveforms without incurring a loss in symbol rates "7~ | se 1Y%, whereY;, = (gr(¢), Y (¢))r. Hence {Yz }32 ,

For example, we could use chip waveforms of any excess bamade sufficient statistics for estimation based on the continuous

width 3 and maintain the same symbol rate by kee@fid+/3) observatior (¢).

constant. In addition, the dependence of the performance on th&Vhile the statistics derived above are sufficient, they would

chip waveform is more complicated than in the single-user cagegeneral be infinite in number, and we would like to have only

Hence, the problem of optimal chip-waveform selection do@sfinite number in practical applications. There are two cases

not seem to be straightforward. Instead, we consider three cainere this reduction can be achieved with no loss in sufficiency

didate chip waveforms in this paper: 1) the CL rectangular pulséthe statistics. First, if the number of basis functions required

that is commonly chosen in the literature to simplify expositioto span the signaly(¢) V 6 € © is finite, say{gx(¢)}_,, then

and analysis; 2) an MC waveform that is a truncated version af , = 0, for k > D, and it follows that{Y; }£_, are sufficient

the (Nyquist) sinc pulse with bandwid¥, which results in statistics. Alternatively, if®| < oo, we may generate a finite

the largest processing gain under fixed bandwidth and rate camsmber of sufficient statistics by computifige (¢), Y (¢))r for

straints; and 3) the CL time-domain raised cosine pulse (TDR@gchf € ©.

which has been identified to have nearly optimal spectral rolloff In the general case where the dimension of the signal

over all CL waveforms in [13]. For the three receiver operatiorspace and the size of parameter set is infinite, we cannot

of MF detection, MMSE detection, and delay acquisition, weeduce the number of statistics to a finite number without

show that the sinc MC waveform achieves the best performantmsing sufficiency. In such a scenario, we define the notion

with the commonly used rectangular pulse being much inferiaf approximate sufficiency based on the loss in signal energy
The remainder of this paper is organized as follows. khen a finite set of functions is used to represent the signal.

Section Il, we discuss sufficient statistics in general ardet$y(t) = 21?:1 3¢ 1gx(t) be the projection ofe () onto the

introduce the notion of approximate sufficiency. The CDMApace spanned Hy.(t)}£_,, and let|g(t)]|3 := (g9(t), 9(t)) 7.



MANTRAVADI AND VEERAVALLI: ON CHIP-MATCHED FILTERING AND DISCRETE SUFFICIENT STATISTICS 1459

Definition 1: For deterministi@, the statistic§ Y, }£_, are have unit energy;/ ™ _+?*(t)dt = 1. The terms¢z, 7. and
said to bes-sufficientif &, are, respectively, the carrier phase offset, delay, and the
. ) symbol energy of usek. Finally, w(t) is a zero-mean proper
sup Ise(t) = eI _ ¢ complex Gaussian process with two-sided P3Q, i.e.,
seo  lse@®[?>  ~ Ry (1) = E[w* ()w(t + 7)] = Nob(7).

f o idered to b d d) i In the following sections, we will be concerned primarily with
I ¢ is considered to be a random parameter &) iS @ o snectral properties of the transmitted signal. Hence, without
wide-sense stationary process, we modify this definition as fq) -

lows ss of generality, we will assume that we are dealing with a
P . . binary phase-shift keying (BPSK) system so thaf,,, cx ; €
Def|n|t|on 2 Eor randon, the statistics{ Y };_, are said {-1,1}. Also, for simplicity, we assume that the phasés of all
to bed-sufficientif users are equal to 0. The latter assumption would imply that
_ 2 all useful information about the signals and the interference is
Eg|ss(t) — 36(t)] M . o
Eo[so(1)]? <é. contained in the real part oft). Th|§ restriction does not affect .
any of the results that we present in this paper, and our analysis
Unless mentioned otherwise, we consider signals that agemodified in a straightforward fashion to take nonzeganto
time-limited to [-77/2,7/2] and approximately confined to account. Consequently, the received signal of interest can be
a bandwidthW, with bandwidth defined in the mean-squar€xpressed as
sense. We define this notion of approximate confinement in a

manner similar to Definition 1 . K )
Definition 3: A signalg(t) € £2[—T/2,T/2] is said to have r) =3 Abkme (= 7) +n(t) (®)
ane-bandwidth if m k=1
2 WG H12d where Ay, = /& /N andn(t) = Re{w(t)} is a real Gaussian
”Cé(f)”?” = f_o? | (f)|2 d >1—e¢ process with two-sided PSB? = Ny/2. We allow the chip
I S GNP waveform to span more than one chip period (/&%) can be

. . MC), butimpose the restriction that its duration is small enough
where G(f) is the Fourier transform of(¢). Note that the that at most\l’ — (M + 2) symbols of any user occur in the

bandwidth is defined in terms of the spillover outside observation interval of duratio® 7. It is easy to see that this

[~W, W]. This is more convenient for our purposes and is uirement translates to making the chip waveform duration
in contrast to the standard definition of essential bandwidfﬁq 9 P

. . . ess than theymbolduration”;.

in terms of energy withif—W, W] [12]. The special case of s

c =0 correspor?gs to prz,\rfectly L:Emd]-limited psignalwhich The above CDMA model can then be converted to a problem
= H H _ ! — H -

would require the time extent to be infinite. We denote the Clalsr;s\t/ior:wtnr?e(é\iéf ;“23 )g)rr_esMoﬁ(di; It(g :aﬁfr:: EYteo?ZZ?hbgsZ?%icur-

of square-integrable functions that are perfectly time-limited {gung 9 b 9

. . . ring in the observation interval. Fér=1... K,i=1...M’,
gy ?:néjTaa/p)rommately band-limited to arbandwidth of W, andt € [-T/2,T/2], we define

Enrrenyi(t) = e TV (E =),

Avpgenypi =Ar and  bapge—yypi = bri. (6)

I1l. SYSTEM MODEL

We wish to apply the results of the previous section to dis-
cretization in a CDMA system. We consider a direct-sequeng@.\e then have
CDMA model with K users, where the received complex base-

band signal over ai{ symbol observation interval is given by Ke T T
X« r(t) = ZAkbkék(t) +n(t), te€ [77 5} (7)
ZOEDINYD @bk,mc;"”(t — eI ), = | o
m k=1 and this is clearly of the form (1), withrepresenting, in general,
-Tr T the unknown delays, powers, and all tig bits.
te [T’ 5}  T'=MTs. ) Now, the bandwidth of the CDMA signalt) depends on the

random model imposed on the bit and chip sequences. For the
The notation used is as follows. The teriy, IS BPSKmodelunderconsideration, we assume thatthe sequences
symbol m of user k, T, is the symbol period, and areindependent, identically distributed (i.i.d.) equally likely
cé’")(t) = Ef;}l ci";) P(t + T/2 — mT, — j1I.) is the sequences, and are independent across the users. Consequently,
corresponding spreading waveform. The tefindenotes the the power spectral density oft) is proportional to the squared-
chip period,+(t) is the chip waveform, andv. = 7./7. magnitude spectrum of the chip waveform
is the processing gain of the system. TH¥2 term ap-
pears merely to ensure that the observation interval is Se(f) o< [T (H))?

[-T/2,T/2]. Also, the chip waveform is normalized to
— T/2 —j2x ft i
°Note that this notion of perfect band-limitedness is in the mean-square seﬂé@ereqj(f) = f—T/Q 1/}@)6 ! ff_dt' sincey) (t) h_as a support
and is weaker than having(f) = 0 for [f| > . in [—7°/2,T/2]. For afair comparison between different COMA
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systems using different (time-limited) chip waveforms, we re- Our first step in understanding this loss is to reduce the ques-
quire that the normalized energy spillover®f( /) outside the tion of sufficiency from the signal to just the chip waveform,

given bandwidti¥ be the samé= ¢), i.e., which is motivated by the following lemma. Defigeto be the
) ) space spanned by the functiofis,(¢)}2_,, and letP, denote
ffm S, (f)df fww |\If (H)|df eI the operator that takes a signdt) € £2[—7/2,T/2] toits pro-
I 5.(f)df f_ w(Haf — [eDIE 1—e je_ction inG denote(_j by_ the signdl_(t), _i.e.,a?(t) = P,lz(t)].
®) Since we are considering projection in the least-square sense,
we have

Hence, we require that the chip waveforms have-aandwidth D
of W, and we generally think afas being a small number, with Z Zngn(t with % = Rg_lx (10)
typical values being 0.01 or 0.001. n=1

wherex andx are D x 1 vectors withz,, = {(z(¢), g.(t))r
and R, is the correlation matrix of the spanning functions:

As seenin Section I, the generation of discrete statistics froRy, (i, j) = (g;(¢), g;(t))r. The lemma can then be stated as
the signalr(¢) involves the projection of(¢) onto an appro- follows.

priate set of functiongg,()}. In general, we would like the Lemma 1:Let s(t) = S a,¢(t — nT, — a), where

IV. DISCRETIZATION AND CHIP-MATCHED FILTERING

number of statistics to be finite, sdy. Then an are i.i.d. zero-mean random variables aft) has a support
/2 n [-7/2,7/2]. Also, assume that the projection operation is
Y :/ () gn(t)dt = (r(t), g ()1, n=1,....D. chlp invariant i.e., for fixeda € [0, T¢], Py (t —n1. —a)] =
—T/2 z/)(y(t nT.),Vn=—-N,,.. N(,,Wherer(/;(y( ) =P, v (t—a)].
Then
It is easy to see from (7) that we can represent the resulting A
vectory = [y1, 49, --.,¥p] by the matrix-vector equation Els(t) — 512 vt — o) — a(t)]?
E|s(?)|? B Pt — a)l|?
= CAb+4n © |s(8)] [9(t =

Proof: We have
whereC is a D x K. matrix with ¢;; = (gi(t),¢;(t))r, nis N
Gaussian withn; = {(g;(t),n(t))r, A = diag(A; ... Ak.), R <
andb = [b; ... bKe]T.<E(§u)ati(§n)29) is then the(desired dis)crete 8(t) =Pyls(t)] = Py Z antp(t = nTe — a)
model for the CDMA system, and each discretization scheme . n==Ne
corresponds to a particular choice of the functigps(z)}. In (a) e
this section, we identify several methods for this discretization - Z

Pyt — nT. — o))

and study the loss in sufficiency where applicable. "=A7NC
®B) O s
A. Known Delays = ; n e (t — nT,)

If we assume that the delays and the spreading sequences
of all the users are perfectly known, then signal compauhere (a) follows from the linearity dP,, and (b) follows from
nent on the right-hand side of (7) is of the form (3), witiihe chip-invariance oP,. Hence
se(t) = S0 songn(t) ¥ 0, wheregy (t) = é(t), D = K.,
andé represents, in general, the bits, amplitudes (and phases) N
of all the users. Thus, we have a finite number of statistics s(t) - 5(t) = Z anthe(t —nT)
obtained from correlations with the spreading waveforms, i.e., =N
yr = (rt),cx(t))r, k = 1,..., K., which are sufficient for here. (t) = ¥(t — )
estimatingé. In particular, they are sufficient for detectlng
the bits of the users. Hence, correlation is useful for the de-
tection problem. However, since knowledge of the delays and E|s(¢) <Z Ea ) RG]
spreading sequences is required for generatifit) and{y},
these statistics cannot in general be used for the acqws,lt%h

N,

— )4 (t). Sincea,, are zero-meani.i.d.,

problem.
B. Unknown Delays <Z Ea ) [t — ).
When the delays are unknown, we need to projétt onto
a set of functions that do not involve the delays. With approxiFhe lemma follows immediately. O

mately band-limited signals, we would, in general, have an infi- The lemma can be used to study the sufficiency of statistics
nite number of sufficient statistics, and the reduction to a finigenerated from a single CDMA user with the chip waveform
number usind g, (¢)}~_, may lead to a loss in sufficiency, de-i(¢) and a fractional delay = 7 mod 7... When we havey in-
fined by the energy loss in the signal (see Definitions 1 and 2Jependent signalgs; (¢)}~_, with fractional delayg oy},
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and if s(t) = Zle sp(t) has a support if=77/2,T/2],itis Ry(u) = (p(t), ¥ (t—uT.))r is the autocorrelation of the chip

easy to see that waveform with the argument normalized 0.
i . If (¢) is a CL waveform, i.e., time-limited tb-7../2, 7./ 2],
E[s(t) - s()* _ Sy 9t — o) — h(t — )2 andy = 1 (chip rate sampling), we have
E|s(#)[? K@) B N N L
o = a1 ok = O RO D
T acl0,7.] [l ()] ' In this case, the chip-matched filtered model is convenient for

analysis and implementation. Note that the noise ventis

Using Definition 2, and noting our normalization ¢f#) to  ¢colored Gaussian with the distributiovi(0, 72R.,;), whereR.,;
have unit energy, it follows that the statistics aré-sufficient js 3 symmetric Toeplitz matrix with

if
) R, (i, ) = ((t — viT.) ot — viTe))r = Ry(wli — 5)-
Ly= sw |[(t—a)-du®P <8 (12) (16)
a€l0,T,]

While the above discussion motivates the usb,ohs ameasure  NOW, the chip-invariance assumption of Lemma 1 s satisfied
of sufficiency, it requiresP, to satisfy the chip-invariance as-for chip-matched filtering ifi /v is an integer, since the relatlye
sumption of the lemma. Alternatively, note that we could simpi§elays betweets(t — nT. — «) from the closest chip-MF basis
defineL, to be the sufficiency measure for CDMA systems witfinctions would be the same for all (ignoring any edge ef-
any projection operatdp,. fects). We _restrlct att_entlon to the_case of mteg_r/a} without

We can use the above result to study the loss in sufficiengjch loss in generality. The loss in sufficiency is measured by
for different {g,,(¢)}. Now, 1(t) belongs toF.(T, W), and a L, the worst-case projection loss of the shifted _ch|p waveform
complete basis for theF, (T, W) are the PSWFs. We can re-¥/(t — @) onto the spacg overa € [0, Tc]. For fixed, the
duce the number of statistics to a finite number by ignoring corRI0j€ction is given by (10), i.e.,
ponents along the PSWFs with negligible energy-if/, W1. D
More precisely, it follows from the results of [11] that, with Pa(t) = Zz/snwn(t), with ¢, = R;,lq/,(y
D = |2WT]| + 1, L is of the ordet of ¢ for all W and ot
T. Moreover, theD PSWFs are the optimum basis set in the .
minimax sense, i.e., they lead to the least energy loss for t\ﬁ?ere the components ¢, are given by, = (1)(t — vnTy),
worst-case waveform i, (7', W). However, the PSWFs do not '\’ @))r = Ry(a/T, —vn). Since the chip waveform has
have closed-form expressions and are not convenient for an"%ﬂlt energy, we have
ysis or practical implementation. We consider below an alternate 2 ST 5 To—1
approach for discretization based on chip-matched filtering. [Pe@IF =1 - $aRupo =1 = $a Ry o

Chip-MatChEd Filtering: The Chip-matChed fllterlng ap- S|nce{r(/)n(t)} have a spacing Of'Tc between them can be
proach has been used in much of the recent work on joiistricted tdo, »/7;]. Also, by symmetry, it is easy to show that

acquisition and/or joint detection. The discrete system modgle maximum projection error must occur far= 7, /2, so
can be formed without the knowledge of the delays of the usefst

and is useful for detection as well as acquisition problems. A

Chip-matched filtering involves passingt) through a filter Ly = sup [[¢(t — o) — Pa(8)|1> = 1 — .5, oR; B,z jo-

(a3

with an impulse response matched to the chip wavefo(m), (17)
and sampling the output at intervalg., wherex is in general For jljustration, if we project)(t — 17./2) onto just the two
< 1. Equivalently,r(¢) is projected onto the set of translategygjacent chip waveforms(¢) andy(t—vT.), the loss in energy

chip pulses is given by
gn(t) = (t — vndy) = ¥, (t), n=1...,D (13) 1—(Ry (%) Ry(%))
1 v v 2
whereD = [M N/v]. Correspondingly, the matri& in (9) is < 1 Rw’(”)) <Rw’ (5) ) —1_ 2Ry (3)
formed by R, (v) 1 Ry (%) 1+ Ry(v)

_ . _ . . which goes to zero ag — 0. Now, since we know that using
enk = (n(t), Gr(t))r = W’"(t)’z Gt —JLe = mIL)T 9y pSws yieldd.,, to the order of, we would like to study
) . ’ L., as a function ot with 2WT" chip-MF samples as well. We
= énRy(j+m —vn) (14)  must then have
I T 1

. . . =2WT =>WT,= —.
wherey, = 7/T. — |7:/T.] is the normalized fractional v, %

delay of userk with respect to the timing reference, aégl;
is the spreading sequence corresponding, t¢). Furthermore,

Correspondingly, the bandwidth constraint (8) gives

1/2v
3No;e thate = 0 corresponds to_p_erfectly _ba_nd-limitepl signals, and Nyquist |\p(f)|2df =1—¢ (18)
sampling leads to exactBIV T sufficient statistics over timé'. —1/20
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Correlation Versus Chip-MF:When the delays are known,
the correlation approach generatéssufficient statistics, while
Nyquist sampling of the chip-MF output produced statistics that
are approximately sufficient with of the order ofe (see Def-
inition 2). Thus, assuming that the loss in sufficiency does not
alter performance significantly, the chip-MF approach may lead
to lower complexity ifK, > 2W'T’, and correlation may be pre-
ferred otherwise. Also note that. is independent diV’, and the
bandwidth restriction does not explicitly enter the correlation
calculations. This amounts to assuming that the front end of the
receiverhas infinite bandwidth. On the other hand, sampling the
chip-MF atv T, spacing amounts to assuming a front-end band-
width of 1/(2v1.). Asv — 0, this bandwidth goes to infinity,
ol : R A the energy loss goes to zero, and the corresponding chip-MF
10 e L performance may be expected to approach that with correlation.
10 Spillover, ¢ 10 In the following sections, we study the role of chip-matched

filtering on detection and estimation at the receiver. In general,
Fig. 1. Projection los& . with Nyquist sampling versus out-of-band spilloverthe performance of the receiver operation would depend on the
e for different chip waveforms. The sinc pulse is truncated to nine chips. discretization technique, the choice of the Chip waveform, and
the detector/estimator used. For a given detector/estimator, the
whereT. has been set to 1 without loss of generality. generation of sufficient statistics is a prerequisite for a fair com-

Ideally, we would like to compute the worst-casg for a parison across chip waveforms.
givene by maximizing it over all possible pulse shapes. While
this optimization would yield a good measure of the efficacy of V. DETECTION PERFORMANCE

chip-matched filtering, it seems to be a hard problem. Instead,, yis section, we study the performance of the matched-filter
we could nu_merlcally evaluate,, ande as_afuncnon of th_e pa- MF) and minimum mean-squared-error (MMSE) detectors
rameter- using (17) and (18) for each chip waveform of interesfqing different chip waveforms. For a fair comparison across

and ensure that the chip-MF entails a loss in sufficiency COMPgAa chip waveforms, we impose the following constraints. We

rable toF. As mentiongd in. Section |, we consider three Cand}'equire that the-bandwidths of the chip-waveforms be equal
date chip waveforms in this paper: the CL rectangular pulse, a
truncated (Nyquist) sinc pulse with bandwidthi, and the CL /°° WP =1 and /W

TDRC pulse. These waveforms can be written down as

Projection loss

[U(HIPdf =1—€ (20)

—00 —-W
1 t whereW ande are assumed to be given. Also, for a giviéh
Prect(t) = \/—T_CH <i) different chip-waveforms may lead to different valuegpfwe
K ¢ ¢ require that the (codelymbolrates be the same, i.e.,
Psine(t) = —==sinc <—> I <—>
VT, T mTe. T, = NT, = constant == N B = constant (22)

2 27t t
Yrore(t) = \/ 3T <1 +cos < T )) il <7> (19)  whereB = WT. is the bandwidth normalized tb/7... Note
‘ ‘ ‘ that the above equal-rate and bandwidth constraints on the chip
where 11(¢) is a unit amplitude rectangular pulse betweewaveform can also be found in [13], but the comparison there
[-1/2,1/2]. The MC sinc waveform truncated ta chips, is restricted to CL waveforms and matched-filter detection. We
with the normalizing factor. approaching 1 as — . Fig. 1 allow for MC waveforms as well, and require that there must
shows the variation of,, for ¢ for these three waveforms, be negligible interchip interference (ICI) when the output of
along with the lineL,, = 4¢ for comparison. The variation for the chip-MF is sampled with perfect synchronization and chip-
each chip waveform is quite complicated, but it can be sespacing.
that, in all three case@WT chip-MF statistics lead to a loss
in sufficiency that is of the order of the spillovein the range A. Matched Filter (MF) Detection
of interest. Hence, chip-matched filtering is a useful techniqueThe conventional detection strategy treats the interfering
for generating approximate sufficient statistic® long as users as white noise and uses (2) to arrive at the MF detector.
the output is sampled at the Nyquist rafdso, while similar Wwith the observation window facta¥/ = 2p — 1, we have
values ofL,, and ¢ are obtained for all waveforms in Fig. 1,A/” = 2p + 1, and the parameter of interest is the central bit
the sampling rates required are significantly different. With, ., ,. The amplitude and delay of this bit are that of the actual
¢ = 0.01, the Nyquist rates are approximately 21, 1.02, and 2u8er 1,4, = /& andr = |71 /T.|T. + a1, and the effective
times the chip rate, respectively. The corresponding value gfreading waveform i8,+1(t). Hence
L. is between 0.02-0.04 for all three waveforms. /2
ciscretsaton with conlaon T P E EPIOSEN i = [ @m0 = @) o O @2
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Thus, the continuous-time MF involves correlation with the '° : ' ' ' T 1o Synehronous. No31
spreading waveform of the bit of interest, with the corre : v ‘ ' | S e cor
sponding delay assumed known. 10k A% e RO O U S ——roRc’-Icsamp.
Alternatively, we could use chip-matched filtering to dea 8 AN : : : N P S:EI:¥;i;?n‘;T
with the detection problem in a discrete framework. Separatir 5 TN\, : ' ' ' : ’
out the bit of interest, (9) can be written as g o
©
Y= Albp—l—lcp—l—l + CIA-IbI +n (23) é ok
o
b=
where the subscrigtdenotes interference from other bits in the £
observation interval. Consequently ,{3 -5t
©
hi T -1 =
X\F = 1Ry g—m- - LT o
whereR,; is as defined in (16). S RN
Now, if the fractional delay of the desired user is zéng = s . ; . , , . ‘ T
0), it follows thaté,1(t) = >_, ¢pt1,9(t — j1e), and chip- 0 5 10 15 Ni%berﬁiuserg’ol( 3% 40 45 50

matched filtering followed by chip rate sampling can be used tu
generate the matched-filter statistic, as an alternative to diregf 2. MF detection—SIR performance with different chip waveforms, and

correlation, i.e., &, /N, = 10 dB. Note the performance degradation of chip-limited waveforms
with chip rate sampling. With Nyquist sampling, there was no noticeable

_ = . g — = — hip dation from the 'cor’ curves above. Also, note that the performance of the
XC,OT—ZC i{r(6), (¢t — 4T, —Zc v = Xop egra . >0, € perior
MF - p+1’1< ( )’ v ( J c)>T - P+1.3Y] MF asynchronous system with the truncated sinc waveform is identical to that of

J J the synchronous system wifii = 31.
where the chip-MF function$y,, ()} are chosen withvy = 1,
corresponding to chip rate sampling. Thus, chip rate chip-MFthe statistics thus obtained afesufficient, it can be easily
statistics are sufficient for matched-filter detection when= shown using (12) that
0.

Note that, since the user delay is assumed known, we
can always set the fractional delay = 0 by redefining the
time-axis at the receiver. However, for purely pedagogical rea-
sons, if we letr; (and hencex;) be known butarbitrary, we

>chip - . . .
have that'y;” with chip rate sampling is, in general, not equajor some finite constants;, Cs1, Cs independent of. Clearly,

to X7, and the performance would be different. At the samgs,, _, o, we haves — 0, and it follows thatSIR;}fE’ _

time, from the discussion in Section IV, we expect the chip-METrex. However, it is also of interest to study the performance
performance to be close to that with correlation when the outppfth nonzeror, specifically with chip rate samplingy = 1)

is sampled at the Nyquist rate. We consider below the detailsg{y Nyquist samplingr = 1/[2B]), as we do later in this

. 2
B X5 b ] — B (X5 [bn] | <C18

var [XK}?)|IJP+1:| — var [XK}?)|IJP+1:| ‘ SOQl(S + 022(52

the effect on performance of the MF detector. section.
The performance metric we use for detection is the signal-to-gefgore proceeding further, we comment briefly on the
interference ratio (SIR) at the output of the detector problem of chip waveform selection for the matched-filter.
(E[XSE D 41])2 Clearly, the metric to be used is the expression SER}
SIR{F = AEEMEPEpHL (24) in (25), since it represents the performance with sufficient

var[ Xk bp+1] statistics (and the limiting performance of the chip-MF).

where the expectation is taken over the sequences of all the u®erd to maximize the quantitpIRy; for given K and user
and the bits and delays of the remaining (effective) interfereggowers, we must then choode f), 7. (and V) to minimize
The quantitySIR‘f\,};E’ is defined similarly. We consider random(o,/N) « Boy, under the constraints (20) and (21). Based on
spreading sequences, with the bits and sequences modelethias we can broadly identify a tradeoff: CL waveforms have
i.i.d. equally likely+1 random variables. The delays, } are greater normalized bandwidtl (and hence lowetV), but
modeled to be uniform ifD, 7%]. It follows that (see [15]): have better correlation properties, i.e., lower.
o€ Whene = 0, the sinc waveform wittB = 1/2 is optimum
5— L = (25) [15], and the tradeoff discussed above favors the infinite dura-
0+ F 2p=2 &k tion sinc waveform. This motivates the study of the truncated
oo . MC sinc waveformjg;,.(t) given in (19). It is of interest to
whereay, = (1/T) ffoo [U()I*df. For the chip-MF, we have compare the performan((:e) achieved with,.(¢) in (19) to that
b } — Ab T Rl obtained with the TDRC pulse [13], and the rectangular pulse
ptl Lop+1Cp41 Ty Cptl commonly used for analysis [16]-[18]. The SIR variation with
Ny T -1 the number of users is shown in Fig. 2. The bit S No
b”“} N TE (CP“RW' C”J’l) is taken to be 10 dB, andis set to 0.01, which co(\ﬁi/spo)nds
+ Z AiE(C;HR;le)Q- to a 99% essential bandwidth. The processing gaimfL.(t)
kpt1 with m = 9 is taken to beV = 31. Now, based on the equal

cor __
S1 MF —

chip
E |:XI\'TF

chip
var [X MF
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bandwidth and equal rate constraints, the processing gains 4 ! ! ~ Sinc, N=31 < Gor

the TDRC and rectangular waveforms can be computed to | 4oL ™y oo viiiiiiii..| — TDRG, N=11-Cor
N = 11 and 2, respectively. It should be noted that, with _ | N, ' MW samp.

SIR averaged over the delay of the desired user, the chip-N8'0[ %~
with chip rate sampling shows a significant loss in performancg s}
compared to that with Nyquist sampling, for the rectangular ang
TDRC waveforms. Moreover, there was no noticeable differ < o
ence between the chip-MF with Nyquist sampling and correle s 4t
tion for all three waveforms.

Also, for chip waveform selection, we need to compare th
curves corresponding to Nyquist sampling for each waveforng of
Itis clear that the MC sinc waveform has the best performanc .05;_ |
and the TDRC CL waveform is only slightly inferior. But the
rectangular CL waveform can result in a significant loss in pel =4[~
formance. Thus, the relevance of performance analyses spec _g ; i

; ; ; ; 0 10 20 30 40 50
to rectangular chip pulses is called into question. Number of users, K

N
T

to-Interfernc:

£ i
T+ FEP,

*"""*—*’1-;-;._}:*4\ ’+
. PRI 5

B. MMSE Detection Fig. 3. One-shot MMSE detectiofi,/ N, = 10 dB: with Nyquist sampling
- . : he chip-MF output, the chip-MF statistics are approximately sufficient and
,We are now mt,ereSted In StUdym.g the performance tr(_eng( performance matches that obtained via correlation for all three waveforms.
with the above chip waveforms for linear multiuser detection,
specifically the linear MMSE detector [3], [19]. The estimate
for the bit of interest ishy ,41 = (Ly)p+1 = f'y, where 15

. .. . . — Sinc, N;31
y = CAb + n as in (9). If we generate statistics by projecting ) - - TDRG,N=11-Cor
i i - -+ TDRC,N=11-Tc sam
onto{g,(t)}, the linear MMSE detector is given by & 1071 . Rotyip 1A Tosamp
9T 5 1 Zi W \+\‘\+ ~ —~ - Rect,N=2-Tc samp
f=(CA°C' +0"Ry) ~ cpp1 A p
) O T
and the corresponding SIR is given by g % e
Q x T~ ~+ ~T
£ or RN iy
A2/32 .1“:’ % T~ *N++N
SIRMMSE = 17p+1 (26) 3 . T :"“'H-+++\+_
> A2p2 4+ 2 TR, f = *~ ST
k#p+1 k7 k 9 L 5. %
T o
w o
wheref = £'C, and we have assumed that the powers an, R
2 Rt
XA s

delays of all the users are known. The behavidiidty sk as a -10}

function of K is studied by numerically averaging (26) over the

sequences and delays. However, unlike in the MF study, we ¢ 45 : , ‘ .

the delay of the desired user to z¢re = 0), since the chip-MF 0 10 N%%ber of userSOK 40 50

statistics are not equivalent to those with correlation even unde: '

this assumption. As before, we assume equal powers for all ﬁ?& 4. One-shot MMSE detection. It is seen tHatsampling leads to a

users and fixt, /Ny at 10 dB. significant degradation for CL waveforms. The processing gains are different
We begin by verifying again that chip-matched filtering folfor the three waveforms (31, 11, and 2) as in Fig. 3.

lowed by Nyquist sampling (i.e, setting = 1/[2B]) results

in performance close to that obtained with correlation (note th@hgth of A7 = 3, and it is seen that the substantial loss incurred
v = 1 for the sinc waveform). The results are shown in Fig. %y chip rate sampling is not due to any windowing effects.
This justifies our claim of approximate sufficiency of the sta- Finally, the correlator (or Nyquist sampled chip-MF) curves
tistics produced by chip-matched filtering followed by Nyquisj, Figs. 4 and 5 again provide a fair comparison of the best
sampling. As in the MF caseéY is set to 31 for the truncated performance that can be obtained with the three chip waveforms
sinc waveform, and equal rate and 99% bandwidth constraigtst we consider. As with the MF detector (see Fig. 2), we
at the transmitter yieldV = 11 and2 for the TDRC and rectan- gee that the truncated sinc MC waveform results in the best
gular waveforms, respectively. As mentioned previously, mamarformance, with the rectangular CL waveform performing
papers on detection and estimation for CDMA systems, assufifite poorly. On the other hand, the gap between the TDRC
that the chip-MF is sampled at the chip rate for the sake of COfhg the sinc waveform is small. Thus, the results indicate that
venience in analysis. The results shown in Fig. 4 illustrate th@fe petter correlation properties of well-designed CL pulses can
chip rate sampling can lead to substantial loss in performanggset the decrease in processing gain, and the performance with
The results thus far assumed one-shot detectionifes 1. C| pulses can approach that with MC pulses. This conclusion
A corresponding set of curves is shown in Fig. 5 for a windoy¥ fynction of the spillovek, and as is reduced further, we
4The actual value oiV for the rectangular chip waveform is between 1 and”(pect that MC waveforms would continue to OUtperform CL
2, and the results are hence optimistic. waveforms.
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— S N=31. results indicate that synchronous performance can be a useful
- — TDRC, N=11-Cor
X Z TORC.To st benchmark for asynchronous analyses.
10F 1Y km -+ Rect, N=2-Cor
o X « - Rect-Te .
g |\ e, e VI. ACQUISITION PERFORMANCE
x P T . . . L . .
Dol oA T, For illustration of timing estimation, we consider the simple
o < .. . . . .
B X R L, Iy case of acquiring a single user under white noise (which could
3 . N T H\”*Nu also be the model for the multiple-access interference). We as-
g Y .~ - o . o
& >, DR U e S S sume that a preamble is used to allow for acquisition. The re-
£ o T ceived signal in (5) becomes
| el : "xx _‘
I: ’ &""x,‘,\ M —1
g R T ()= Y Aef™(t— 1) +n(t) = Ares(t — 1) + (D).
=10 et S FX A s m=0
(27)

1 I 1
5 10 15 20 25 30 35 40 45 50

We assume that the amplitudf is unknown along with the
Number of users, K

delay ;. Then,sg 4, -3(t) = Ayei(t — 7). Since [ ¢ (t —
7)2dt = M N and is independent of (ignoring edge effects),
it follows from (2) that the maximum-likelihood estimator for
71 IS given by the correlating acquisition scheme:

Fig. 5. MMSE detector performance—window length equal to 3.

14 T T T L T

— Symbot Synchronous — N=31

+ Asynchronous Sin¢ — N=31 ~ L )

“'1 =+ Asynchronous - TDRG - N=11 [] 71 = arg 1naX<cl (t - 7_)7 U (t»T
—x~_Symbol Synchronous ~ N=11 o

-
N
T

(28)

—

<
T
x

which involves maximizing the integral over a continuous pa-
rameterr. Thus, it is not possible to generate a finite set of suf-
ficient statistics with this approach.

Alternatively, as with the MF detector, chip-matched filtering
could be used to deal with the estimation problem in a more con-
venient discrete framework. Some recent work on this problem,

o oo
T T
X

Signal-to-Interfernce ratio, SIR (dB)
S

5 A B especially that involving joint delay estimation (see, e.g., [7]-[9]
or RGN R : ﬁ ] and [20]), is based on this approach. Using (14),ithesample
L T ' atthe output of the chip-MF can be seen to be
: : : "X\xyx :
-4} . ?"'(y,""&x.x : i Yi = ZA1617JRw(7 —|— al/Tc — I/i) + n;. (29)
*Kx*x*x J
B0 5 10 15 20 25 30 35 40 45

Number of users, K Here ¢, ; is the spreading sequence corresponding:{@)

shifted right by| 1 /T..] places. Following (9), the filter outputs
asynchronougM = 3) and synchronous performances. The performance

improves in the asynchronous case since the correlation structure of the TDRC
waveform allows for better signal separation. The match in performance with
the sinc indicates that the synchronous case could serve as a benchmark for the . . . o
asynchronous case, for given bandwidth and rate constraints. wheren is Gaussian with the distributiok’(0, #*R.,;). The ML

estimator for the delay is easily seen to be

y=41c(nn)+n (30)

Asynchronous Versus Synchronous Useéhks: an aside, it [c(r) TR y]?
is of interest to compare performance in the completely asyn- T—_ﬁ
chronous case to that with synchronous ugegs= 0, V k). co(r) 'Ry "e(r)

For synchronous users, it is easily seen that chip-rate samplRgin, c pulses and’, sampling, it is possible to get an analyt-

of the chip-MF generated/ sufficient statistics per symbol, jc5| handle on the maximization based on (15) (see, e.g., [20]
while we haveN/v approximately sufficient statistics with 50 [21)). In addition, with rectangular pulses, it is possible to
asynchronous users. Sineefor MC waveforms s typically gerive Cramer—Rao bounds since the autocorrelation function
greater than that for CL waveforms, the gap between the u) = 1 — u is a simple polynomial form (see, e.g., [22]). It
synchronous and asynchronous cases can be expected t8s Bence of interest to compare systems that use CL pulses and
smaller for MC waveform;. In parycular, it can_be ShOWITc sampling with those that use CL or MC pulses and Nyquist
that the SIR for the MF with the sinc waveform is equal tQampling. Where analytical simplification is not known, we use
the SIR in the synchronous case (see also Fig. 2). For tigh resolution grid search to estimate The performance of

MMSE detector, Fig. 6 compares the two scenarios for thge acquisition scheme is measured in terms of the probability
TDRC pulse and for the sinc pulse. The gap is seen to be ml{ﬁhacquisition error defined as

smaller with the sinc waveform. Since the sinc pulse also yields
the best performance among the waveforms considered, the

7] = argmax
T

(31)

P. = Prob{|# — 71| > 0.5}. (32)
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Fig. 7. Single user acquisition performanéé,= 1.

The variation ofP, with & /Ny is shown in Fig. 7. For il-

lustration, the observation interval is taken to be two symb
(M = 2), and uncertainty irr; is taken to be 30 chips in all
cases. Again, the best performance with each of the three wa
forms can be obtained by sampling the chip-MF at the Nyquilé
rate, and sampling &. spacing leads to a significant loss. A
ternatively, the same performance can be obtained by evaluafﬁt@ :

the correlation-based statistic (28) at sufficiently fine spacintﬁJ as cumbersome as that with MC waveforms.
The trends remain the same: the rectangular pulse perform
poorly due to the low value a¥, and the TDRC pulse provides
comparable but worse performance than the MC sinc wa\géj?
form. However, note that the performance comparison acr
chip waveforms also depends on the model for the uncertai
in 71. In particular, if the uncertainty in number of chips is varie
across waveforms so as to correspond to a fixed time inter
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limited to a single chip duration (CL waveforms) are used, the

Nyquist rate is greater than chip rate. However, many of the
papers on CDMA detection and acquisition have assumed CL
waveforms and chip rate sampling of the chip-MF output for

analytical convenience; we have shown that this could result in
a significant performance loss.

With appropriate discretization, we considered the effect of
the chip waveform on the performance of detection and acqui-
sition schemes. Specifically, we considered three chip pulses:
CL rectangular, CL TDRC, and a truncated sinc spanning mul-
tiple chips (MC pulse). Under equal rate and bandwidth con-
straints, we have identified a tradeoff between CL and sinc-like
MC waveforms: while CL waveforms lead to lower processing
gains, they have better correlation properties that lead to im-
proved performance in the asynchronous case. However, for all
three cases considered—MF, MMSE detection, and single-user
acquisition—we found the tradeoff to favor the truncated sinc
waveform. In particular, we showed that the rectangular wave-
form performs very poorly, and its widespread use in analysis of
asynchronous CDMA systems needs to be questioned. On the

gher hand, we found that performance with the TDRC wave-

0 . . . .
?orm is comparable to that obtained with the MC sinc wave-

(%[n. Hence, appropriately designed CL waveforms could be
§ed in practice. However, for optimum performance with CL

|_waveforms, the chip-MF needs to be sampled at higher than the

rate; this makes the design and analysis with CL waveforms

g\lote that while studying chip-matched filtering or com-
paring MMSE detection and acquisition with different pulses,
did not attempt to optimize the performance measure over
Lpossible chip waveforms—this appears to be a difficult
blem. However, our study in this paper yields a framework

r chip waveform design with general detection and estimation

vaqhemes, and this could be a subject for further investigation.

the performance difference between the TDRC and sinc wave-
forms can be shown to be insignificant. Finally, since rectan-
gular chip pulses witl¥,, sampling facilitate the derivation of
the ML delay estimate, it is of interest to see how the ML esti- 1
mate obtained performs with the MC sinc pulse. In other words,
we use the analytical delay estimate obtained by uBipdora [
rectangular waveform in (31) to a system that actually uses the
MC sinc waveform at the same spreading factor. We found the[3]
performance to be extremely poor, with acquisition error proba-
bilities of nearly 1 throughout the range of SNRs considered in4
Fig. 7.
[5]
VIl. CONCLUSIONS ANDFUTURE DIRECTIONS

In this paper, we considered the problem of generatingie]
discrete statistics in an (approximately) band-limited CDMA
system with arc-bandwidthW. In particular, we studied the
role of chip-matched filtering, a discretization technique that [7]
is commonly used in the CDMA literature. It was found that
most of the signal energy is captured if the chip-MF output (8]
is sampled close to the Nyquist rate [@fW T, | samples per
chip-interval, and the performance using the resulting statistics[g]
is close to that obtained using statistics derived from corre-
lation with the spreading waveforms. When chip waveforms
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