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Joint Signaling Strategies for Approaching
the Capacity of Twisted-Pair Channels
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Abstract—A technique is presented for jointly optimizing the For simplicity, these noise sources are modeled jointly as
signaling in the two directions of transmission on a twisted- an additive white Gaussian noise (AWGN) source, whose

pair communicatio_ns channel._lt is then applied to twisted-pair power is chosen conservatively to compensate for possible
channel models with monotonic channel response and crosstalk . ies in th del 131, In additi h . d
transfer functions. While the signaling strategy presented in this inaccuracies in the model [3]. In addition, there is near-en

paper can achieve only a lower bound on the true channel capac- crosstalk (NEXT) from theV — 1 neighboring twisted pairs,
ity, it is a significant improvement over existing signaling schemes. which have transmitters that are physically close to the desired
In particular, in contrast with existing schemes, the maximum receiver and are sending information in the direction opposite
information rate for the joint signaling strategy increases without to that of the received signal. There is also far-end crosstalk
bound as the signal-to-noise ratio (SNR) approaches infinity. It is S L . LT
also shown through numerical results that the proposed signaling (FEXT), Wh_'Ch '_S due to the tr_ansml_sssmn of Informatlon 'n
strategy genera”zes na’[ura”y to more practica| nonmonotonic the same direction as the received S|gna|, that IS, information
twisted-pair channel models incorporating bridge taps and other sent by transmitters that are physically far from the desired
nonidealities. Finally, the form of the optimal signaling strat- receiver (see Fig. 1).
egy suggests a relatively straightforward implementation using In asymmetrical digital subscriber line (ADSL) systems
multicarrier modulation. ; . - - "
each twisted pair has a low data-rate signal that is transmitted
Index Terms—Capacity, crosstalk, digital subscriber loops, in a direction opposite to that of the main high data-rate

multicarrier modulation, twisted-pair channel. signal. In such systems FEXT is significant and thus needs
to be considered. However, the effects of FEXT are negligible
. INTRODUCTION compared to NEXT [4], [3] in most systems that support full-

ECENT WORK has shown thatwisted-pairdigital sub- duplex transmission, such as high bit-rate digital subscriber
scriber loops (DSL’s) are capable of supporting verljnes (HDSL'’s), assuming that the loops are not too short. In

high data rates—in excess of 1.6 Mb/s within the standatdis paper we will focus on the latter full-duplex DSL's.
carrier serving area(CSA), which typically covers a radius of In studying the information capacity of DSL'’s, all of the
about 12 000 ft around the central office [1]-[4]. In this papéwisted pairs in a binder group can be considered jointly as
we show that further significant increases in the capacity @8fmultiuser interference channel [11]. Obtaining the capacity
twisted-pair loops can be achieved by jointly optimizing theegiort of such a multiuser interference channel is, however,
signaling strategies for the two directions of transmission &iill an open problem even for the simplest case of two users,
the loops. discrete time and additive Gaussian background noise [11].

The following is a description of a typical DSL. EachTo make the problem tractable, we focus on the portion of
twisted pair in a DSL is capable of supporting transmissiofige capacity region corresponding to equal information rates
in both directions simultaneously, using an echo cancel@ each of the users. The equal rate assumption is valid in
[5]-[10]. Suppose there ard& twisted pairs in one binder the HDSL context since all users will have the same rate
cable (v usually equals 50). Then, each twisted pair hd€quirements.
N — 1 neighboring pairs which are transmitting information Since signals that are transmitted in the same direction have
in both directions. At each end of a twisted pair, the receivétegligible crosstalk between them, in the maximization of the
signal is corrupted by various noise sources, such as therrbilrate, it is reasonable to assume that the power spectral
noise from the electronics at the receiver, impulse noigensities (PSD’s) of all of the signals transmitted in the same
from electromechanical switching devices at the central officdirection are equal to the same optimal PSD. An additional
residual echo from the echo canceler, quantization noise, égsumption that is made in much of the previous work on
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Fig. 1. Schematic representation of NEXT and FEXT in a DSL.

corresponding maximizing signal PSD have been derived [12],, and NEXT with crosstalk transfer functioH,.(f). For

[3]. However, as noted in these papers, the capacity of eable purposes of capacity calculations, it is shown in [15]
twisted pair under the equal PSD constraint converges tatat crosstalk can be modeled as Gaussian noise without
finite constant value as the signal-to-(background)noise ragiabstantial error. We use the Gaussian crosstalk assumption
(SNR) goes to infinity. This fact is an indication that the equah our analysis. Under these assumptions, it is easily shown

PSD constraint is too restrictive. If, for example, the signatpat the capacity for direction 1, in bits per second, is given
in the two directions of transmissions are chosen to hayg (see [12], [3], [14])
PSD’s that occupy disjoint frequency bands in the available

=) 2
bandwidth, the capacity of each twisted pair will be unboundedc, = sup / log, |1+ |H(f) 512(f) df
as the SNR approaches infinity. S1(£),82(f) /0 No+ |Ha(f)1252(f)
In recent work, Lechleider [14] notes that the equal PSD (1)

constraint leads to decreased capacity and further calcul%?ﬁa
the capacity without this constraint. However, in the analysgﬁ ¢
in [14] it is assumed that the PSD’s have the same support—an
assumption that rules out the possibility that the signals have Si(f) =20 vf
disjoint spectra. The results given in [14] show only a slight /°° Si(f)df < P, fori—1.9

improvement in capacity over the equal PSD case. 0o — T men ’

In this paper we show that significant gains in capacifynd wheres;(f) is the PSD of direction, and the latter
can be obtained by removing the equal PSD constraint. Thquality corresponds to an average power constraint.
capacity obtained with the optimal signaling strategy can beTpe capacity for direction 2 is given by the analogous ex-
far larger than the equal PSD capacity; furthermore, it goes {asssion. Of course, when designing the transmission scheme
infinity as the SNR approaches infinity. for both directions, it becomes necessary to consider them

This paper is organized as follows. In Section Il the Capac@fmultaneously. As can be seen from (1), when only direction
problem is formulated as the maximization of the bit rate o considered(; is achieved whers,(f) = 0 Vf, which
over the PSD’s for the two directions of transmission. Th-gn lies that Cs :1 0. The same prob?em arises \’Nhen only

i . \ ; . 1
optimal signal PSD's and corresponding capacity are obtain ffection 2 is considered. Therefore, a joint optimization needs

for a simplified channel model in Section Ill. This result i% be performed. There are three wavs in which this can be
then extended to a general channel model in Section IV, a(q(c)i P ' y

numerical results that corroborate the analysis are given n

re the supremum is taken over 8lI( ) and Sz(f) such

Section V. Conclusions are given in Section VI. maximize C; subject to the constraintC, = C,  (2)
maximize Cy + Cs (3)
ll. PROBLEM FORMULATION maximize min{C, C>}. (4)

As mentioned in Section I, we assume that each direction Ib?t 00
transmission will have its own PSD, say(f) andSs(f). Let ~ C(S1(f), Sz(f))z/ logy [1—#
direction 1 refer to the direction of transmission usisig /) 0
as its PSD, and let direction 2 refer to the other direction,

The channel is assumed to have transfer funcfiohf), and 9'Ven by

two sources of noise: AWGN with one-sided spectral density Cy = C(S7(f),S5(f)) Cy =C(S5(f), ST

HANPS() T e
No + [Ha () 52(f)
Ahen the capacities resulting from the joint optimization are
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where S7(f) and S3(f) are chosen according to one of the
three criteria given in (2)—(4).

All three approaches to joint optimization are analytically
intractable without constraints on the PSD’s. An approach to
solving for C; and Cs that appears in much of the literature
is to assume that the PSD’s are the same in both directions of
transmission, i.e.51(f) = S2(f). Under this constraint, the
joint optimization problem to obtain capacity [under all three
criteria given in (2)—(4)] reduces to [12], [3]

C1 = max C(S1(f),51(f))- (5)

S1(f)

—_

150

2 3 XX 5 X XXX

K X X K XXX X

a=0.5
However, as discussed in Section |, the equal PSD assumption ' L* XK K-
is too restrictive, and significant gains in capacity are possible ‘
by removing this assumption. The main idea of this paper is 087
to makeSi(f) and Sz(f) “symmetric,” in some sense, thus -
reducing the optimization problem for direction 1 to
Cl — én?;; C(Sl(f), Siyl1l(f)) (6) oF-- i i |
' 0 2500 5000 7500 10000
where 577 (f) is symmetric toS;(f). Despite the fact that f(Hz)
it is difficult to rigorously define the concept of symmetry,
generally speaking, it implies tha§;>"(f) is small where @
S1(f) is large, and vice versa, so tha(S(f), S¥™(f)) = . ; ;
C(SY™(f), S1(f)). Hence, under the symmetry assumption, 2 :
the three criteria for joint optimization given in (2)—(4) are g o=l
equivalent. § L
The second idea is to parameterizg(f) so that the 50@85
maximization is taken over the parameters that now describe 15k SRTUUOTY R AT
S1(f). Both of these ideas are first described for a simplified 5 5
channel model. ? ¥k KK K
: 0=0.65
Ill. SIMPLIFIED CHANNEL % T SVTUNNSVRAUINSVING VUV
This section considers a simple channel with a constant =05
channel transfer function and a constant crosstalk transfer X e e :
function. The objective is, after finding the optim&{(f) and :
Sa(f) for this channel, to extend the result to the generalized OB 1
twisted-pair channel.
Assume a channel with -~ TTTTTTTT]
[H(I = {0, otherwise 0 : ; ; 1
5 X, if |f|<wW 0 2500 5000 7500 10000
1H (I = {0, oth|er|vvise. f(Hz)
Consider the class o, (f) and S»>(f) defined as follows: (b)
1a2};1‘1/1vax7 if |f| < g Fig. 2. Simplified channel: variations of (&) (f) and (b)S2(f) with a.
Sif=ga-mm o W ow
w 2 where 0.5 < a < 1 (see Fig. 2). In this configuration
Lo otherwise a = 0.5 corresponds to using equal PSD’s for the two
7 ) directions anda = 1 corresponds to using frequency-
. 2P 0 ) 1774 division signaling (FDS). By construction of;(f) and
T-o)y=p— <5 S2(f), O = TC(SL(f),S:(f)) = “C(S2(/),
ap W S1(f)) = C,. Therefore, 51 (f) and S, (f), as defined
S2(f)=qa Vl;}ax, if 5 < IfI<W above, are symmetric in the sense described in Sec-
tion Il. It is easily verified that S;(f) and S2 (f)
0, otherwise. satisfy the power constraint. The resulting capacity for
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direction 1 becomes

2Rllax
oy 2 max

1+ W
No+(1—a)
2Rllax

H
2Pmax
w

w
G gl .

Tyes 1T 2P

A/:) + 067)(

= max L{ln [1 + ﬁ}
0.5<a<1 21n(2) 1+(1-a)GX
+1n[1 L Q-o)CH a)GH} }

14+ aGX

where G = 2P,,.../N,W.
Due to the symmetry of;(f) and.S2(f), C- will be equal

to C; for any value ofa. Therefore, it is only necessary to

maximize Cy. Taking the derivative with respect te © @

Fig. 3. C1 + C2 as a function ofx; andas, for four different values of
SNR. (@)SNR = 1. (b) SNR = 100. (c) SNR = 1000. (d) SNR = le+05.

oc W GH(1+ GX)
da  2n(2) [(1+ (1-a)GX+aGH)(1+(1—a)GX)
GH(1+ GX) defined as follows:
(1+aG@X +(1-a)GH)(1+ aGX) ;2P it 1] < w
W (20-1)2X -H+GX})GH(1+GX) Uy =72
21n(2) (1+(1—a)C:?lX—l-aGH)(l-l-(l—a)GX) Si(f) = (1-— a1)2};1‘1/1vax7 if g <Ifl<w
(1 + aGX + (1 — a)GH)(l + OéGX) Lo, otherwise
= (20— 1)(2X — H+GX?)Q ©)
( 2Pmax f < w
where @ is always a positive quantity. X2y it 1f] < 9
Therefore,a = 1/2 is the only stationary point. If it is So(f) = 2P, W
a maximum, it is optimum to use equal PSD's for the two ~2\// = (1 —a2)—7=,  if o <|f[<W
directions of transmission. If it is a minimum, then = 1

achieves the maximum, which means that it is optimum to use 0, otherwise.

FDS for the two directions. . N
. o S That is, bothS;(f) and Sa2(f) have the form shown in Fig.
qu all o > 0.5, the derlvan_ve ofC’ with reSQpect to 2, however, the(y )are not gozced to be coupled; thatvs,is
@ W'“. be. negative if and qnly 'f2X._ H + GX* < 0'. not set to be equal td — a4, as in (7). In this case, when
This implies that;" = 1/2 IS a maximum !f .and qnly if maximizing the sum of the capacities of directions 1 and 2,
G < (H —2X)/X° ?'m'lirly’ o= 1./2 is a minimum if and it can be shown thaty = a; = 1/2 is the only stationary
only if G > (H — 2X)/X?. Thus, sinceG = 2P.5 /N, W, point and thus can be a maximum, a minimum, or a saddle

it follows that point. If it is a maximum, then using equal PSD’s for the two
eqpsd directions is optimal. If it is not a maximum, the maximum
% < ﬂ (8) will be achieved at one of the corner solutions, i.eqat= 1,
Nw o = X2 a2 =0 0r a; =0, as = 1, which corresponds to using FDS
(v1 = s = 0anda; = a2 = 1 can easily be shown to
whereeqpsd denotes using equal PSD’s for the two directionsot achieve the maximum). Therefore, only equal PSD’s and
of transmission andds denotes using frequency division. FDS can be optimal, which leads to the same threshold test
It should be noted that the capacity of the channel obtainad in (8). Fig. 3(a) and (b) plots the sum of the capacities
by using S1(f) and S»(f) according to (8) is only a lower of directions 1 and 2, versus all possible combinations:of
bound on the true capacity of the channel since we amed «», for a given channel and for four different values of
constraining the form ofS;(f) and S»(f) according to (7). SNR. Notice how the pointy; = @ = 1/2 changes from a
However, there are indications that the threshold test givereximum to a saddle point as the SNR increases.
in (8) achieves the global maximum more generally. For As a second example, we consider changing the form of
example, if the constraint thaff; (f) and S»2(f) have to be Si(f) andS2(f), while keeping the constraint that () and
symmetric is relaxed, a new class 8f( /) and S2(f) can be S3(f) are symmetric. That is, we consider the classSoff)
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Fig. 4. Simplified channel: variation of(f) with 3.
and S»(f) defined as follows: previous section, it follows that in thé&h bin (with center
ap 1 frequencyf;), the optimum power allocation rule is given by
VI;/lYaX WY ? if |f| S w 2P eqpsd H 2X
Si(f) = L+ exp(B(1f] - 5) - (10)
. 72
0, otherwise NoD fjs X;
2Pax 1 _— if |f| <W where D = W/M, H, = I’Ic(fz)7 X, = I’Iﬂc(fz)7 fz =
So(f) = W 1+exp(—8(f] - %)) - D/2 + (i — 1)D. Therefore, the capacity of this channel is
0 otherwise given by the solution to the following optimization problem:
M
where0 < § < oo (see Fig. 4). In this configuratiol = 0 (P) = max Y Cun(P, Hi, Xiu N,y D) (11)
corresponds to using equal PSD’s for the two directions of Pi=12,M =1
transmission andi = ~c corresponds to using FDS. It can $L0< P < Prax
easily be shown that, as defined abogsig(f) and S»(f) are S Pi<Prax
symmetric. That is(C; = C» for all values of/3. Fig. 5 plots where
the capacity of directions 1 and 2, as a functiongffor a
given channel and for four different values of SNR. Noticg, (P;, H;, X;, N,, D)
how the points = 0 changes from a maximum to a minimum Dlos P.H, i 2P, < H, —2X,
as the SNR increases from a value less thHn— 2X)/X? 082 (1 TN DT PiXi)’ ! N,D = X?
2 . . . T
10 2 yake gredter a2/ nddting Wt e =\ p 0 ana oo,
. — log —_— I, .
PP g %2 N,D N,D X2
(12)

IV. GENERALIZED CHANNEL

) ] o Alternatively, the problem can also be posed as follows:
Consider a channel that is bandlimited [tf| < W but

is no longer restricted to being constant over this frequendy(Pmax) =  max Ceapsd(A; Pa) +Cras(AS, Puax— Pa)
range. The frequency range < f < W is divided into AP

M equal-width bins §/ parallel independent subchannels). st AC{1,2,3,+, M}

Within each bin, botH..( f) and H,.( f) will be approximately 0P aslmax

constant, given that/ is sufficiently large. Also, any capacity- (13)

maximizing scheme will have to decide how much power to . : . .
. . where A is the set of indexes of the bins that will employ

allocate for each bin. Therefore, using the results from the . . .
equal PSD and’,4 is the power allocated to this collection of

2Since the capacity formula in (1) involves only positive frequencies, onQ'ns' Also, Ceqpsd(Av PA) denptes the capacny. of a Channe_l
the frequency range < f < W will be considered henceforth. whose transfer function consists of only the bins included in
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Fig. 5. C1 (and Cz) as a function of3, for four different values of SNR. In this examplg,H — 2X)/X?2) = 80.

A, when the power constraint B4, and when equal PSD’s the capacity-maximizing scheme will use equal PSD'’s for all
are used for both directions of transmission. It is evident thhins from 1 to A,,.
the remaining bins, included iM¢, will employ frequency  Lemma 1: Let
division and use a total power equal 18,,, — P4. The

’ . w
capacity of a channel whose transfer function consists of only Hy, ifo<|f] < >
the bins included i3, has a power constraint equal &z, and 2 W
empl irecti ission, i [H(I = H if — <W

ploys FDS for both directions of transmission, is denoted 2, [ 5 <|f| £
by Cis(B, Ps). This channel effectively suffers only from Lo otherwise
AWGN. Both Ceqpsa (A, Pa) andCas (B, P5) are well studied ’ -
and well described in the literature [12], [3]. (X, ifo<|f| < —

Unfortunately, asi increases, the optimization problems ) - 2
described by (11) and (13) both become prohibitively compu- |Ha ()" = Xo, if — < |fl<W
tationally complex. In fact, the problem described in (13) falls 2

.0, otherwise.

under the category of mixed-integer programming, which is

still an open research area. _ Assume that there is a power constraint on the transmitted
There are cases, though, when the problem in (13) Cefa;nal. Then, ifH; — 2X, > 0 for i = 1,2, H, > Hy, and

be reduced to a significantly simpl_er one. 'I_'his occurs, f(}h < X, a higher capacity is always 7achieved when using

example, whenH.(f) is a decreasing function of and gq 5 PSD's in bin 1 and FDS in bin 2 than when using FDS

H,(f) is an increasing function of. A decreasingH.(f) iy bin 1 and equal PSD’s in bin 2.

and an increasingd,(f) result in a decreasingf.(f) =  The proof of Lemma 1 is lengthy and involved and does

2H.(f))/HZ(f), which implies that(H; — 2X;)/X7 is @ not permit inclusion in this paper. However, the proof can be

decreasing function of. Thus, if there exists a#* such that 5,nd in [16].

(Hi- — 2X;-)/X2 < 0, then (H; — 2X;)/X? < 0¥i > Theorem 1: Let H.(f) be a decreasing andl,(f) an

i*. Since P, > 0 for all 4, it follows that 2P,/A,D > increasing function off. Consider the class of all/-bin

(Hi —2X,)/ X} Vi > 4", which in turn implies that FDS is transmission schemes, that is, schemes that consist of dividing

always optimum for all bins after (and including) tif¢h bin, the given frequency range intd/ bins and, within each

according to (10). bin, deciding to perform equal PSD’s or FDS. The capacity-
Therefore, the capacity-maximizing scheme must use Flaximizing scheme will use equal PSD’s for bihgo M,

Vi > 4. Assume that as decreases froni* to 1, the strategy and frequency division for bins\Z, + 1 to M, for some

changes from frequency division to equal PSD’s. Thalld,, 0 < M, < M.

in the rangel < M, < i*, such that equal PSD’s are used in Proof: First, it is convenient to define; to indicate that

the M, th bin and frequency division is used in all bins to thequal PSD’s will be used in bify and to definef; to indicate

right of the M, th bin. Theorem 1 shows that, in such a cas¢hat FDS will be used in bin.
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As was argued previously, the capacity-maximizing schenseosstalk transfer functions. In such a case, Theorem 1 would

will have the following form: be directly applicable.
However, even if we have no control over a system with
My [t P2, i nonmonotonic transfer functions, the analysis carried out so far

for some0 < M, < M. The transmission strategies fOrcan be used in a cqnstructlve manner. Fwstl_y, it is clear that, if
we use a monotonic channel model that uniformly bounds the

bins M, — 1 to 1 are yet to be determined. Assume that as . .
P Talctual channel transfer functions, we obtain an upper bound
i decreases froml{, to 1, the strategy changes from equal

PSD's to FDS. That is, assume that for soimel < i, < M,, on the actual capacity. Secpndly, and more significantly, even
. . o though a result corresponding to Theorem 1 for nonmonotonic

the following is true about the capacity-maximizing scheme; ; : .
¢hannels is at present elusive, the form of the capacity-

o Fia s Cin s g2y CMo 1y CM s S Mty g2y f1 maximizing scheme in Theorem 1 allows us to conjecture a
(14) solution structure for the nonmonotonic channels. The key idea

in Theorem 1 is that equal PSD’s should be used in the bins

Then, capacity can always be increased by switching tMédere the channel is “good” and frequency division should
transmission strategy in biris and M, while keeping the total be used where the crosstalk becomes a problem. Therefore,

power in both bins the same. That is, the following schemeWe would expect to see the following behavior for a general
nonmonotonic channel as the SNR varies. At low SNR’s, all

€y Cig Ly Cigd2s  CMy—1s [y s S 415 faa42, - . bins with positive( H; — 2.X;)/X2 will employ equal PSD’s,

whereas bins where this quantity is negative will employ

has a higher capacity due to Lemma 1. However, this leadigquency division. As the SNR increases, we expect to see

to a contrad|ct|or_1 L'_)ecause the scheme desgrlbed in (14) Was equal PSD regions interspersed by pockets of frequency-

assumed to maximize capacity. Thus, there iSd < i, < djyision bins. These pockets will form in the parts of the

M, such that the transmission strategy changes from equgbctrum where the nulls in the channel transfer function are.

PSD's to FDS, which implies that the capacity-maximizing\s the SNR increases even further, these pockets of frequency-

scheme will have the following form: division bins will become wider and wider until all but the
C1y Gy AL 2y CN 12 O s Lty PNty s fr ‘_‘best” b_ins will employ frequ_en_cy division. Numerical results

° ° i ° ° in Section V show that this is indeed the case.

This result is quite intuitive—let both directions of transmis- V. NUMERICAL RESULTS AND DISCUSSION

sion utilize the “good” parts of the channel (where crosstalk The capacityC(P,,..) was numerically calculated, using

is low), and use frequency division to eliminate crosstalk ifl5), for two monotonic twisted-pair channels: one studied in

portions of the channel where the crosstalk is high. [12] and one studied in [3]. The model of the twisted-pair
Therefore C(P,.x) is as given in (15), shown at thechannel used in [12] is

bottom of the page. As mentioned previously, techniques for 5

computing bothCeqpsa and Crys have been given by other [He(NI" = eXp(_O‘\/?)

researchers [12], [3]. Howeve.r, closgd—form expressions f\%erea — k(1/1,), the length of the channel isft, I, is

Ceqpsa_and Cra; are not obtainable in general. Thereforgy o oference length of 18000 ft, ardis a constant of the

the ma_\X|m|zat|0n in (15) can, in gen_ergl, (_)nly be pe_rform_ ysical channel and is equal 10158. Also,

numerically. Examples of this maximization are given i

Section V. Note also tha®(Py.y) is only a lower bound |H.(f)]> = Bf3/?

on the true capacity of the channel since we are constraini\%er

_ -9 ;
the form of S,(f) and Sa(f). e = 107°. In the above expressiong, refers to

frequency in kilohertz. The capacity of this channel was
) calculated using = 600 ft, W = 100 MHz, and M =
A. Bridge Taps 1000. The values used fof and W correspond to the ones

In practical twisted-pair channels, bridge taps and othdepicted in [12], and the value used fd# was chosen
nonidealities introduce nulls at certain parts of the spectrusnch that no significant change in calculated capacity resulted
and violate the assumption of monotonic channel and crosstfilm increasing it. The resulting capacity, along with the
transfer functions. A system designer could, of coursguire corresponding threshold frequendy;,, are shown in Fig.
the system to not have bridge taps, and could alleviate the otBeas functions of the SNR, which is defined 88R =
nonidealities, thus achieving monotonicity of the channel ard’,, ... /A, W.

C(-Pmax) it max Ceqpsd({i | 1€ (0, Mo]}’Pl) + Cfds({i | 1€ (MO,M]}, -Pma.x - Pl) (15)
M, ,

st O<M,<M
0< 1 <Pmax
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[r,, =188, 18.8, 18.8, 18.8, 16.8, 13.3, 9.9, 6.9, 4.4, 2.5 (MHz)}
° 1 T T T T T T T T
600 optimum /-
L IEEERE #*  eqpsd
-=-- fds
500 - cable length = 600 ft ’ |
bandwidth = 100 MHz 4
N, =-110 dBm/Hz /

H
8

Capacity (Mbps)
w
8
T

n

8
T
~
1

-10 0 10 20 30 40 50 60 70
SNR (dB)

Fig. 6. Capacity calculations for twisted-pair model from [12]. The solid line corresponds to using the optimum transmission scheme (as d&sariloed in

1V), the star-dot line corresponds to using equal PSD’s for the two directions of transmission (as assumed in [12]), and the dashed line corresponds to
using FDS in all bins. The threshold frequengy; corresponding to each value of SNR is shown at the top of this figure. (The valfig: pivhere

(H; — 2X;)/X? becomes negative, is 18.8 MHz.)

For the model of the twisted-pair channel used in [3]  PSD'’s for all bins (just as in [12] and [3]), the second uses

frequency division in all bins, and the third is the optimal,
[H(DP = eeXp(_O‘\/?) 16)  that is, it uses equal PSD’s for the fir8f, bins (for some
whereq is defined as in the previous model afdepresents 0 < M, < M) and frequency division for the remaining bins.
the attenuation aff = 0. Also These correspond to the plots Ofqypsa({1, -+, M}, Prax),
2 3/2 Cras({1, -+, M}, Prax), and C(Puax), respectively, versus
|H.()]” = Kf SNR. The value used fok/,, in both plots is—110 dBm/Hz,
where K = 10713, In the above expressiong refers to which, as mentioned in [3], is a conservative value for AWGN
frequency in hertz. power and is meant to account for a possible mismatch

It is important to note that a closed-form expression fd¥etween the AWGN model and the actual distribution of the
|H.(f)|? was not given in [3]. However, the parameters additive noise in the channel.
and 6, in (16), were selected so that the resultiffg.(f)|? There are several observations that one can make about
matched the plot given in [3] as closely as possible. The fdegth figures. FirstC(Pyax) is larger than the other two for
that the model of H.(f)|? used in this example is neixactly all values of SNR, as expected. More importantly(Fax)
equal to the one used in [3] is not important, since it is trRways increaseswith SNR, unlike Ceqpsa, Which has a
approach to achieving capacity that is being tested, and tAi@ximum value no matter how large the SNR becomes, as
can accomplished using any monotonic model [fH¢.(f)|?. was also observed in [12] and [3].
The capacity of this channel was calculated usifig= 400 Also, for low values of SNRC(Prax) approache€.p,sq
kHz and M = 128. The value used fol¥’ corresponds to and fy;, approaches;-, implying that it is optimum to use
the one depicted in [3] and the value used fdrwas chosen equal PSD’s in all bins that have a positi¢H; — 2.X;)/X?.
such that no significant change in calculated capacity resultedaddition, for high values of SNRY( P, ) approache€’s,
from increasing it. The resulting capacity, along with thand f;, approaches zero, implying that it is optimum to use
corresponding threshold frequengy;_, are shown in Fig. 7 FDS in all bins. This result should be expected because at
as functions of the SNR. low SNR, crosstalk is not an important source of interference
The curves plotted in Figs. 6 and 7 show the capacignd thus both directions of transmission can use all of the
under three different transmission schemes: the first uses edtajuency spectrum that has a positive value (f&f.(f) —
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[f,, =287.5, 287.5, 287.5, 259.4, 215.6, 165.6, 125.0, 90.6, 62.5, 43.8 (KHz)]
° 4 T T T T T T T
optimum 7
35 | * % eapsd P
- - - fds , 7
cable iength = 6000 ft , 4
3} bandwidth = 400 KHz L s .
No =-110dBm/Hz , s

Capacity (Mbps)
r &

-
n

0.5

0 1 1 1 i 1 | 1
30 40 50 60 70 80 90
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Fig. 7. Capacity calculations for twisted-pair model from [3]. The solid line corresponds to using the optimum transmission scheme (as desailoed in S

1V), the star-dot line corresponds to using equal PSD’s for the two directions of transmission (as assumed in [3]), and the dashed line corresponds to
using FDS in all bins. The threshold frequengy; corresponding to each value of SNR is shown at the top of this figure. (The valfig: pivhere

(H; — 2X;)/X? becomes negative, is 287.5 kHz.)

2H,(f))/H2(f). On the other hand, at very high SNR, However, from (10) it follows that if the frequency range
crosstalk becomes a problem at all frequencies, implying thaK f < W is divided intoM bins, then FD$asto be used in
it should be eliminated using frequency division. all bins. Thus, each direction of transmission faces a channel
Finally, if C(Pmax) is compared tanax { Cegpsa, Cras }, it With no noise. Since [14] assumes no power constraints on the
can be seen that it is not significantly larger at any SNRansmitted signals, the resulting capacity is infinite.
In fact, the largest improvement th&i(P,,..) offers over It appears that this result is in contradiction with [14], where
max {Ceqpsd, Cras b 1S roughly 20%-30%, and this occurs aft was shown that the capacity is not only finite but only
moderate values of SNR. Therefore, if a 30% difference is nslightly better than the capacity whefi(f) is assumed to be
very important to the designer, the transmission system candzpial to.Sz(f). The reason for this discrepancy may be that
designed by calculating onlgeqpsa and Crys and using the while [14] does not constrai$, () and S2(f) to be equal,
scheme that offers higher capacity, thus saving computatioitadloes constrain them to have the same support, a constraint
time and effort. we have not imposed.
It is important to discuss the results of [14], because it is
the only work that questions the assumption thaff) has A. Bridge Taps
to be equal to5(f) when deriving capacity of a twisted-pair - ag mentioned earlier, if the twisted-pair channel has bridge
channel. In [14] it is assumed thaf, = 0, that is, the only 505 and other nonidealities, the channel and crosstalk transfer
source of noise is NEXT. It is also assumed thatf) and ynctions will, in general, not be monotonically decreasing
S>(f) have the same support. Therefore, the resulting capaciiyy increasing, respectively. Therefore, Theorem 1 does not
IS apply, implying that we need to solve the optimization problem

described in either (11) or (13). For small values Mf,
Cy = Wlog, <1+<H0(f)> ) ) o )
f=fo

H,(f) (A7) both approaches are computationally viable. However, as

M increases, they both become computationally prohibitive,
for somef, € (0, W). ltis clear that”1, as defined in (17), is a especially the approach in (13). Interestingly, though, just as
finite quantity becausél.(f) > 0V f € (0, W). According to in the monotonic channel case, it is the approach in (13) that
[14], this formula for capacity holds with no power constraintsan be reduced to a significantly simpler problem. This will
on the transmitted signals. be shown via numerical examples.
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T . T T segments. The channel and crosstalk transfer functions are de-
16|—— 1 picted in Fig. 8(a). The capacity of this channel was calculated
14¢ — 1 using both (11) and (13). What is of interest is not the capacity

€12t : of this fictitious channel but the resulting pattern of signaling
Il 1 schemes used in each bin, as a function of the SNR. This
08t ] pattern is shown in Fig. 8(b).
06k ] A second channel that was studied was the one in [3],
0 02 04 05 08 ’ however with a null artificially added to the channel transfer
“ frequency (KHz) function at 60 kHz. Ford/ = 128, the optimization problem
x10 , i ' ' described in (11) is still solvable, though extremely time-
220 1 consuming. Again, what is of interest is not the capacity of this
channel but the resulting pattern of signaling schemes used in
=18 T each bin, as a function of the SNR. This pattern is shown in
T Fig. 9.
14f 1 We see in Figs. 8 and 9 that the optimal signaling strategies
|—,7 exhibit the following behavior. At very low SNR’s, all bins
L s ' with a positive(H; — 2X;)/X? employ equal PSD’s and all
’ 02 2;‘;quency (KHOZ'§i 03 1 bins where this quantity is negative employ frequency division.

As the SNR increases, we see that the equal PSD regions
become interspersed by pockets of frequency-division bins.
814 . ] 'y ] These pockets form in the parts of the spectrum where the nulls
— (Hc(f)"QHx(f))/HX(f) in (H; — 2X;)/X? are. As the SNR increases even further,
Dark area: eqpsd 8 th_ese pogkets pf frequency-division bi_n_s_becom_e wider _and
_______ Liaht area: fds wider until all bins employ frequency division. This behavior
& Y ' was also observed in numerous other examples that were
tested but are not included here. Such behavior suggests a
methodology for solving the general optimization problem

(@)

gn posed in (13). For example, (H.(f) — 2H,.(f))/H2(f) has
T only one null, then (15) can be easily extended as given in
@ (18), shown at the bottom of the page.

-~
no

That is, compared to the monotonic channel case, we have
added two more points where the signaling strategy changes, to
account for the null. Although, the computational complexity
of this problem is slightly larger than that of (15), it is
significantly smaller than that of (13). Unfortunately, this
approach suffers from the drawback that for each additional
null found in(H.(f)—2H,.(f))/H2(f), two additional thresh-
frequency (KHz) ' old points need to be added to the optimization in (18).

(b) This not only increases the complexity of the optimization

i h | and crosstalk transfer functions of the five-bin chananUt a-llsq in-tmduces implementation difﬁ-CUI-tieS b-ecause of the

I(:blg.sﬁigne(tﬁag?s?rg?eegies as a function of the SNR. At each value of SN !’nblgmty in the number of n_u"S th_at eXI_St inagiven Channel'

equal PSD'’s are used in all of the frequency ranges (bins) that are shaded, andhese problems are alleviated if we interpret the behavior

frequency division is used in the remaining frequency ranges (bins). Also, th¢ the optimal signaling strategies in a different way. The

‘;";‘"fae S"gl(lf“g’;) = 2H.(f))/ H;(f) as a function of frequency is depicted oy o ior at very low SNR's is as described above. However, as
the SNR increases, an increasing number of bins switch their
signaling strategies over to frequency division. Moreover, this

For the purposes of understanding the properties of optinsalitching seems to occur in an orderly fashion as seen in Figs.
signaling strategies for nonmonotonic channels, we first lo@&and 9. That is, bins with lower values foH, — 2.X;)/X?
at a simple channel that consists of five piecewise constamitch over to frequency division before bins with a higher

70

67

65

O(‘Pmax) = max OeOIPSd({i | i€ (07 Ml] U (M27 M3]}7 P1)+Ofds({i | i€ (M17 MQ] U (M?n M]}7 ‘Pmax
My, Ms,Ms, Py

st O<M<Ma<Ms<M
0<P1<Prax

_Pl)

(18)
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T T T T 1 T T

—e (H_(N-2H () H i(f)
: : ‘ Dark area: eqpsd
841 o\ Dol Light area: fds -

0 50 100 150 200 250 300 350 400
frequency (KHz)

Fig. 9. Signaling strategies as a function of the SNR for the channel in [3] with a null added at 60 kHz. At each value of SNR, equal PSD'’s are used in all of th
frequency ranges (bins) that are shaded, and frequency division is used in the remaining frequency ranges (bins). Also, thE viagf0e-afH.. (f))/(H2(f))
as a function of frequency is depicted as a solid line. (The valug; of where(H, — 2X,)/X?2 becomes negative, is 287.5 kHz.)

value for this quantity. Eventually, at high enough SNR’s athe behavior of the optimal signaling strategies. Since the
bins employ frequency division. This behavior suggests ahaded area in the figure follows the plot 0H.(f) —
alternative methodology for solving the general optimizatio®H..(f))/H2(f) fairly closely, it appears that we may be able
problem posed in (13). That is, we first so#; — 2X;)/X? to approximate the optimal signaling strategy, and thus obtain
in descending order and then relabel the channel and crosstalkwer bound on the capacity, by requiring all bins for which
transfer functions a#l; and X; such that(H; — 2X;)/X2 is  2Puax/N,W < (H; — 2X;)/X? to employ equal PSD’s and

a decreasing function af Thus, (15) is extended as given irall of the remaining bins to employ frequency division. Notice
(19), shown at the bottom of the page, whéi‘eeu,sd andC;. that the above condition involves thetal SNR, and not the
are defined as before, except for the fact that they refer to th&R in theith bin, which, of course, would have been optimal.
relabeled channel described B§ and X;. This approach has This strategy reduces to the following simple optimization
the advantages of having a low computational complexity [problem:

fact, the same as that of (15)] and of not requiring the ambigu-

ous task of determining the number of nulls in the channel. C(Py,.x)= max Ceqpsd (A, PA)+OMS(AC, Prax—Pa)
Of course, we have not established that either of the above Pa

approaches is optimal since we have not yet been able to prove SLOSPAS Pnoax

that the behavior of the optimal signaling strategies described (20)

above is exhibited irll twisted-pair channels. However, they

do yield solutions which, for the examples considered, agreédere .4 is the set of indexes of all bins for which

with the solutions to (11), given in Figs. 8 and 9. 2Pmax/NoW < (H; — 2X;)/X2. It turns out that the
As as a final comment, we note that the results showesulting capacity is very close to the one obtained using the

in Fig. 9 lead us to make an even stronger statement aboptimal signaling strategy, while at the same time requiring the

C(Pmax) it max Oeqpsd({i | 1€ (OaMo]}’ Pl) + Ofds({i | 1€ (Moa M]}a-Pmax - Pl) (19)
M,

stO<M,<M
0< 1 <Pax
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VI. CONCLUSION

We established that allowing different PSD’s for the two
directions of transmission over twisted-pair channels and per-
forming a joint optimization over these PSD’s can result
in significant increases in the information capacity. In par-
ticular, we showed that the capacity is unbounded as the
SNR goes to infinity. For monotonic channels, the optimal
signaling strategies that we derived have a simple threshold
structure—the signal PSD’s in the two directions are identical
up to a threshold frequency, beyond which they occupy
disjoint frequency slots. Our numerical results also indicate
how the optimal strategies get modified for nonmonotonic
channels.

The optimal signal PSD’s derived in this paper may be
achieved in practice using a number of methods. However, the
structure of the signal PSD’s lends itself to a straightforward
implementation using multicarrier modulation [17]-[23]. For
example, when the channel has monotonic channel and
crosstalk transfer functions, the first/, carriers should
be assigned to both directions of transmission while the
remaining carriers should be assigned alternatingly to
each direction. Also, the appropriate power (and bit rate)
should be used for each carrier so that the signal PSD is
as desired.

An interesting topic for further research is the extension
of Theorem 1 to channels with nhonmonotonic channel re-
sponse and crosstalk transfer functions. The results presented
in Section V should provide a starting point for this re-
search. Also of interest is the analysis of the actual bit rate
achievable by a multicarrier signaling scheme that uses the
optimal PSD’s derived in this paper. Another avenue for
further research is the capacity analysis under peak power
constraints. Finally, since the analysis here does not apply
directly to ADSL, a possibility for future work would be
the application of the approach used in this paper to ADSL
systems.
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